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INTRODUCTION 

In 1970 the Chicago Mercantile Exchange (CME) instituted a Fellow­
ships in Futures program designed to provide opportunities for members 
of the academic community to study commodity futures markets. There 
are five categories in the program — the Graduate Student Research Fel­
lowships, the Ph.D. Dissertation Fellowships, the Faculty Research Fellow­
ships, the Visiting Professor Fellowships, and the Graduate Student Sum­
mer Intern Fellowships. More than $100,000 have now been disbursed 
through this program, allowing many scholars to conduct empirical com­
modity futures-market research. 

This volume contains selected reports, not previously readily available, 
from the Faculty Research Fellowships category of the program. It is 
important that these papers be drawn to the attention of scholars and 
analysts as futures-market research tends to build upon itself. Most of 
the papers state and empirically test basic hypotheses relating to com­
modity futures markets. The empirical tests are conducted on those com­
modities traded on the Chicago Mercantile Exchange, either livestock 
or foreign currencies. 

The studies vary widely in sophistication, technique, theoretical model­
ing, quality, and results, ranging from rewritten dissertation chapters 
to extension-type material for firm managers or traders. Most of diese 
papers and fellowship requirements were completed prior to the task of 
organizing them into this volume, so they are printed here with only 
minor editing for consistency. No attempt was made to return manu­
scripts to authors for revision and many of the papers have never been 
subjected to peer review. However, the quality of these papers is similar 
to much of the research on futures markets currently being conducted and 
published. 

There is a common element among all of the empirical tests and that 
is prices — price relationships, price behavior, and price performance. 
Since the Chicago Mercantile Exchange selects fellowship recipients from 
applicants, no attempt is made to cover all research areas. These fel­
lowships are often short-run in nature, such as a summer research project, 
and with price data readily available, the tendency is to conduct a quick 
price-analysis study. Two of the papers do not directly involve the futures 
market, yet their contribution to understanding price behavior and 
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6 INTRODUCTION 

analyzing market performance will be realized by the imaginative reader. 
Each paper serves as a complete study and many undertake novel ideas or 
approaches. As a group, they contribute to our overall knowledge and 
empirical understanding of the futures market. 

This book is in four sections. Section 1 contains papers dealing with 
commodity-price behavior. Studies in Section 2 test the forward-pricing 
ability of futures markets, dealing mostly with the efficiency of exchange-
rate markets. Section 3 contains one paper that illustrates the financial 
implications of a hedging program. Papers in Section 4 are concerned with 
price relationships, with one paper each on pricing over time, space, or 
form. 

Comments at the beginning of each section provide a brief summary 
and attempt to link the papers in that section with other investigations. 
As will become apparent in Section 2, economists and financial analysts 
have developed a body of literature about the economic performance of 
forward-exchange and financial-instrument markets, quite parallel to 
some of the commodity futures-market literature. Unfortunately, these 
two bodies of literature have not been fully linked, and this volume will 
help in that endeavor. 

For the student who is just beginning to study the futures market and 
desires some theoretical background and empirical understanding beyond 
the references cited within each paper included in this volume, the 
following works may be helpful. Holbrook Working is credited for much 
of the original theoretical and empirical contributions to the economics 
of futures markets, and selections from his writings appear in Selected 
Writings of Holbrook Working (1977). Further and more recent the­
oretical and empirical contributions to our base of understanding by 
others in the field appear in Selected Writings on Futures Markets 
(1977). For a review within one paper of the historical development of 
the economics of futures markets, see Gray and Rutledge (1971). One of 
the most popular textbooks describing the mechanics of futures trading 
and how commercial firms use the markets is by Hieronymus (1977). 
Another text with a substantial bibliography is by Teweles, Harlow, and 
Stone (1974). Library searches will uncover numerous additional works. 

The Fellowships in Futures program of the Chicago Mercantile Ex­
change is a continuing event. At this writing, 12 Fellowships in Futures 
grants are being awarded for 1978. Topics for research include price 
analysis of both financial-instrument and livestock-futures contracts. For 
more information, contact the Chicago Mercantile Exchange.1 

I wish to acknowledge the assistance on this volume of the following: 
Bill Sullivan, formerly Director of Education at the Chicago Mercantile 

1 For a listing of all past fellowships since 1970, see Bibliography and Informa­
tional Source List (1978). 
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INTRODUCTION 7 

Exchange, who initiated the project and provided considerable guidance 
and counsel; the Education Committee of the Chicago Mercantile Ex­
change who underwrote the project; and Pete Stubben, current Director of 
Education, who handled the many administrative tasks of publishing a 
book. Most important to me was the editorial and styling assistance and 
advice provided by Susan Hardwick, Karyl Wackerlin, and Keith Dublin. 

July, 1978 RAYMOND M. LEUTHOLD 

University of Illinois 
Urbana-Champaign 
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SECTION 1: PRICE BEHAVIOR 

In this section there are three papers (Bear, Miller, and Meyer) that deal 
with price behavior; each conducts a specific test of a single behavioral 
aspect. Bear's paper is concerned with prices and the flow of information 
overnight; Miller's deals with the relationship between price volatility 
and contract maturity; and Meyer's tests trading rules on frozen pork-
belly spreads. 

The flow of information has always been a subject of concern to 
students of futures markets. Working (1958) was the first to develop a 
model hypothesizing that new information flows randomly. In futures 
market literature, this has led to a multitude of tests concerned with the 
stochastic nature of futures prices, many reviewed by Peck (1977, pp. 
253-255). The most recent comprehensive tests have been conducted by 
Cargill and Rausser (1975), and Mann and Heifner (1976). Both find 
deviations from randomness. 

The subject of information — how it flows from futures markets and 
the impact it has on current markets — has concerned many. Those who 
have recently contributed to this literature include: Hirshleifer (1975), 
Cox (1976), and Grossman (1977). The basic idea in these papers is that 
the existence of futures markets provides additional information to other 
markets, thereby improving price formation. The importance of informa­
tion in markets, its effect on prices, and the costly nature of acquisition, 
continues to gain critical evaluation. The three studies in this volume 
contribute to our overall understanding and empirical knowledge of the 
use of information in markets and its effect on price behavior. 

Bear uses the live-cattle and frozen pork-belly futures contracts as an 
empirical base from which to test hypotheses about information and 
traders' anticipation of and reaction to information. In a unique meth­
odological application of examining overnight holdings and price changes 
of futures contracts, he finds that information flows at a s t eady ra t e 
through time, and that traders appear to properly anticipate these flows-
These markets seem highly competitive and efficient in the short run, yet. 
traders react slowly and appear averse to risk when anticipating informa­
tion which may have considerable price impact. 

Miller tests the hypothesis that volatility of futures prices increases as; 
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10 SECTION 1: PRICE BEHAVIOR 

the futures contract nears maturity. Miller further develops the model 
set forth originally by Samuelson (1965) that variances are likely to 
change over time. She finds evidence from live-cattle futures contracts 
that there is some systematic volatility and accepts the above hypothesis. 
However, the model also characterizes spot prices, and evidence from 
these data is not clear as to whether or not the increased return variability 
on futures contracts, as maturity approaches, can be attributed to the 
process generating spot prices. 

More recently, Rutledge (1976) has also tested the hypothesis that vol­
atility of futures prices increases in the period immediately prior to con­
tract expiration. Two of four commodities tested provide support for this 
notion. Samuelson (1976), responding to this paper, implied that an 
analysis of price changes over a few months is an inadequate test of the 
basic hypothesis. 

Meyer constructs and tests three sets of mechanical trading rules de­
signed to reduce the risk exposure of an investor in commodity futures 
contracts. Utilizing frozen pork-bellies data, all of the rules employ spread 
trades. These trades involve the simultaneous sale of a distant futures 
contract and the purchase of a nearby contract when the premium of the 
distant over the nearby is of a specific magnitude. Most applications of 
the strategies generated positive returns which exceeded any negative 
returns. In fact, in some instances, only positive returns were reported. 
Unfortunately, generalization of these results to guarantee positive in­
vestor returns in the future is not possible. 

REFERENCES 

Cargill, T. F. and G. C. Rausser. "Temporal Price Behavior in Com­
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84(1976): 1215-1237. 
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(1977) :431-449. 

Hirshleifer, J. "Speculation and Equilibrium: Information, Risk and 
Markets." Quart. J. Econ. 89(1975) :519-542. 

Mann, J. S. and R. G. Heifner. The Distribution of Shortrun Com­
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Board of Trade of the City of Chicago, 1977. 

Rutledge, D. J. S. "A Note on the Variability of Futures Prices." Rev. 
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Risk and Return Patterns on Overnight 
Holdings of Livestock Futures 
Robert M. Bear 

Although a large number of futures traders are in and out of their 
positions within a few days, often within minutes, most studies on the 
behavior of forward markets concern price behavior over longer periods. 
This can be rationalized to an extent; it is more difficult to obtain and 
work with data on an intraday or interday basis than it is to consider 
weekly, monthly, or yearly observations. However, as traders know, where 
work is most tedious, rewards tend to be greater. This study has analyzed 
short-run price behavior of livestock futures using an approach that this 
author believes has no precedent in the study of competitive markets. In­
formation — its flow, anticipation, and utilization by traders — is the 
critical variable of interest. 

The following sections outline the findings that should be of particular 
interest to traders and students of livestock futures. The basic questions 
asked and the conclusions drawn from this study may be summarized as 
follows: 

1. Is the amount of pertinent new information concerning a futures 
contract approximately constant between any two successive daily closing 
quotations? Information is found to flow at a steady rate. When a market 
is closed over a holiday or weekend, a greater amount of information 
occurs (on the average) in the interim than occurs between closings on 
successive weekdays. 

2. Do traders act as if they correctly perceive and anticipate the amount 
of information forthcoming in the next 24 to 72 hours? Findings indi­
cate that traders do properly anticipate information flows. However, 
there is some evidence to suggest that their reaction is not immediate. 

3. What attitude towards risk is suggested by trader behavior in the 
short run? Position holders who are long in the market show a short-
run aversion to risk, demanding a larger return over brief periods when 
a greater volume of information with potential price impact is anticipated. 

Robert M. Bear is a faculty member at Pennsylvania State University. This paper 
was written in 1972. 
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14 SECTION 1: PRICE BEHAVIOR 

The overall implication of these findings is that the Chicago Mercantile 
Exchange's livestock futures markets are highly competitive and efficiently 
operate in a short-run context.1 Additional implications relevant to exist­
ing theoretical models of price behavior are discussed under Further Evi­
dence and Implications. 

All data, consisting of opening and closing daily prices of July pork 
bellies and June live cattle from 1965 to 1970, were obtained from CME 
yearbooks. The selection of one contract in each commodity is appropri­
ate. Two livestock commodities were studied to insure that findings were 
representative of all livestock futures. 

INFORMATION FLOWS 

Many factors determine the value of livestock products and hence, live­
stock futures contracts. New information on any one or combination of 
factors will have a price effect on the futures. In an efficiently operating 
market, price effects will be immediate and unbiased. The timing of 
some new information such as governmental crop reports is known in 
advance, but most new information is more spontaneous. In either event, 
the release of new information is not limited to the period from 9 A.M. to 
1 P.M. on trading days. The first question considered here is the rate of 
flow of new information to the market. 

More information seems to become available at certain times of the day. 
For example, expect more information to become publicly available from 
9 A.M. to 1 P.M. than from 9 P.M. to 1 A.M. This is not the issue 
raised here. Of interest is the relative amount of information that be­
comes available over periods (which vary in length) when the market 
remains closed. For example, on the average, does the same amount of 
information tend to become known from 1 P.M. to 9 A.M. on weekdays 
as becomes known from 1 P.M. on a Friday to 9 A.M. on the next Mon­
day?2 The former covers a time of 20 hours, while the latter covers 68 
hours. If information flows are directly related to lengdi of time, then 
more information will become known from close to open (or close to 
close) spanning weekends than during the week. 

If information flows were directly related to time, there would be (on 
the average) larger price changes over weekends and holidays than be­
tween successive days of the week, due to the longer time intervals in­
volved and the larger amount of information impacted in the price 
change within the interval. To test this, the variation in close-to-close 

1 Other studies have come to this conclusion for the long run, notably Labys and 
Granger (1970). 

2 Theoretical studies have made the implicit assumption that this is true. See 
Further Evidence and Implications. 
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Overnight Holdings of Futures 15 

prices was measured by calculating the standard deviation of price change 
from the observed mean. A second, very similar measure was also calcu­
lated— the mean absolute deviation. This was done in recognition of 
the fact that the distribution of price changes may not exactly further 
the normal probability curve. Daily price differences were divided into 
two groups — the first spanning all successive weekday intervals, and the 
second containing all longer intervals (i.e., holidays, weekends, and holi­
day-plus-weekend combinations). By either measure of variation, there 
were larger price changes over weekends in both commodities. These 
results, summarized in Table 1, may be considered significant because 
the odds of observing a difference of such magnitude by chance in both 
commodities is very small. 

TABLE 1 
DISPERSION OF CLOSE-TO-CLOSE PRICE CHANGES IN JULY BELLIES AND JUNE LIVE CATTLE 

Commodity and 
Time Interval 

July Bellies 
Weekday 
Weekday and holiday 

June Cattle 
Weekday 
Weekday and holiday 

Number of 
Observations 

915 
260 

1,029 
291 

Standard 
Deviation8 

.553 

.594b 

.160 

.201b 

Mean Absolute 
Deviation* 

.404 

.451 

.112 

.148 
a In cents per pound. 
b Bartlett's test for homogeneity of variance indicates a significant difference between weekday and 
weekend observations at a — .15 for bellies and a = .05 for cattle. 

More information seems to become known over a weekend than during 
a corresponding close-to-close interval during the week. The following 
sections concern evidence on the way traders react to this situation. 

RISK, RETURN, AND TRADER EXPECTATIONS 

To a position holder, be he long or short, the liquidity of his position is 
somewhat less when the market is closed than when it is open. When 
open, the trader may respond immediately to new information. When 
closed, the trader must wait until the market opens again to react to 
information. In the ensuing interval, additional information may become 
available and/or a fuller assessment of existing information may be made, 
both possibly to the detriment of the trader's position. Thus, the lack of 
liquidity is an element in the risk that is borne in a position when the 
market is closed. Consider the following set of assumptions: 
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16 SECTION 1: PRICE BEHAVIOR 

1. Greater price variation occurs over weekends. This was verified in 
the preceding section. 

2. Speculators are typically long position holders (net). This may 
quickly be verified by inspection of U.S. Department of Agriculture 
reports.3 

3. Speculators correctly perceive relative liquidity risks resulting from 
the market being closed for intervals which vary in length. 

4. In the short run, speculators exhibit risk aversion; that is, they de­
mand a larger expected return in periods where risk is greater. 

5. Traders' expectations are, on the average, realized. 

Under this set of assumptions, we would find short-run (close-to-close) 
returns larger over a weekend than during the week.4 The actual close-
to-close returns are shown in Table 2. In both commodities, weekend 
returns were larger than weekday returns. The results are statistically 
significant, again indicating that the observed differences were not a 
chance occurrence.5 

TABLE 2 
CLOSE-TO-CLOSE RETURNS ON LONG POSITIONS* 

Time Interval July Bellies June Cattle 

Weekday .0085 —.0050 
Weekday and holiday .0847" .0510° 

a Returns are in cents per pound. Because Bartlett's test for homogeneity of variance was signifi­
cant (Table 1), the results of this comparison of returns must be interpreted cautiously. 
b Significant difference between weekday and weekend means at a = .10. 
c Significant difference between weekday and weekend means at a = .05. 

Observance of larger returns over weekends and holidays is con­
sistent with our assumptions regarding information flows and trader 
behavior. Two other issues of interest in the analysis of short-run price 
behavior will be examined. The first is the weekday adjustment mech-

3 Trading in Frozen Pork Belly Futures (October, 1969) and Trading in Live 
Beef Cattle Futures (May, 1970), U.S. Department of Agriculture Commodity Ex­
change Authority. Also Commitments of Traders in Commodity Futures (monthly). 

4 Other combinations of assumptions substituted for assumptions 3-5 would pro­
vide the same results. The assumptions given are those most consistent with effi­
cient market operation and also (fortuitously) most consistent with the findings 
of studies which have taken a longer-run perspective of market operation. 

1 If returns over the long run were positive to one side of the market or the 
other, adjustment would need to be made for the different time intervals involved. 
Since long-run return (normal accumulation rate) was about zero for both com­
modities, no adjustment was made and all return differences were assumed to be 
related to liquidity risk differentials. The normal accumulation rate adjustment is 
considered under Further Evidence and Implications, p. 19. 
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Overnight Holdings of Futures 17 

anism which accommodates larger weekend returns. The other, dis­
cussed in the final section, is the speed of price adjustment to weekend 
information. 

To illustrate the question of how prices adjust during the week to pro­
vide larger weekend returns, we will consider an example where the 
current (and equilibrium) price of a future is 28.00 cents. In the absence 
of both new information and liquidity-risk differentials, an eight-day 
sequence of closing prices would be: 

Day Mon. Tues. Wed. Thurs. Fri. Sat. Sun. Mon. 

Price 28.00 28.00 28.00 28.00 28.00 28.00 
Change 0 0 0 0 0 

Should liquidity risk adjustment be a constant (linear) factor, we 
might observe a pattern as follows: 

Day Mon. Tues. Wed. Thurs. Fri. Sat. Sun. Mon. 

Price 28.00 27.97 27.95 27.92 27.90 28.00 
Change - . 0 3 - . 0 2 - . 03 - . 02 +.10 

Since liquidity risk adjustment is very small in relation to both price 
changes resulting from new information and the minimum unit of price 
change (2!^/100 cents/pound), most of the adjustment probably occurs 
on the trading day preceding the weekend. The pattern would then be: 

Day Mon. Tues. Wed. Thurs. Fri. Sat. Sun. Mon. 

Price 28.00 28.00 28.00 28.00 27.95 28.00 
Change 0 0 0 - . 05 +.05 

This latter hypothesis is consistent with the notion that some traders 
(net long) prefer to "even u p " on a Friday rather than carry a position 
into the weekend. Breaking the weekday returns down by days of the 
week did not confirm this hypothesis for the pre-weekend daily return 
(generally a Thursday-to-Friday close-to-close) for all livestock futures. 
While pre-weekend return was less than daily return in bellies, the same 
was not true in cattle. Table 3 provides a summary of tfiese results. How­
ever, evidence indicates that in both futures (ignoring transaction costs 

TABLE 3 
FURTHER BREAKDOWN OF CLOSE-TO-CLOSE RETURNS ON LONG POSITIONS 

Time Interval July Bellies 

Weekday excluding pre-weekend .0146 
Pre-weekend -.0080 
Weekend and holiday .0847 

June Cattle 

-.0080 
.0040 
.0510 
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18 SECTION 1: PRICE BEHAVIOR 

and risk differentials) a trader who only bought near the close each 
Friday and sold near the close each Monday would have done markedly 
better than a trader who only bought each Thursday and sold each 
Friday. 

SPEED OF THE ADJUSTMENT OF PRICES TO NEW INFORMATION 

In an efficient market, price responds very quickly to new information. 
In the strictest definition of market efficiency, this adjustment must be 
both instantaneous and unbiased. Other studies of futures markets have 
found that almost all of the proper response to new information occurs 
sometime within the trading day when information first becomes 
known.6 How quickly does a response occur within the trading day? Some 
evidence on this question can be obtained from our data. 

If events occurring over a prolonged weekend closing are immediately 
reflected on the next trading day, all the results obtained so far using 
close-to-close price observations should also be evident using close-to-open 
observations. However, if the impact of new information works itself out 
sometime later in the first post-weekend trading day, higher risk and 
return observations will not be evident. 

Using June cattle, Table 4 shows that weekend information is not 
immediately reflected in the opening quotations. Weekend risk and re­
turn measures were both very much smaller using close-to-open in place 
of close-to-close. This was also true of close-to-open measures during the 
week. Consistency was maintained with results using close-to-close in that 
both risk and return were significantly larger over weekends than during 
the week. These results suggest that news received over the weekend, 
while reflected in price levels by the close on Monday, is not fully 
acknowledged on the opening.7 Limit orders and possibly a momentary 

6 Working (1956), Larson (1960), and Smidt (1968). 
7 An alternative explanation of these results is that very little information actually 

occurs outside of trading-hours. 

Time Interval 

TABLE 4 
RISK AND RETURN MEASURED FROM CLOSE-TO-OPEN 

(JUNE CATTLE, 1965 to 1970) 

Weekday 
Weekend and holiday 

Standard Mean Absolute 
Deviation Deviation 

.078 .0201 

.117" .0533 

Return 

- . 0006 
.0117" 

R Significant difference in variance between weekday and weekend observations at a = .05. Again, 
because population variances appear unequal, significance of difference between means must be 
interpreted cautiously. 
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Overnight Holdings of Futures 19 

"wait and see" attitude on the part of some traders may account for these 
results. 

FURTHER EVIDENCE AND IMPLICATIONS 

Corroborative Evidence under Conditions of Non-normality 

Models viewing speculative prices as a stochastic process typically focus 
on the first differences, or their logarithmic counterparts, of day-to-day 
closing quotations.8 Time intervals in such a series are not "fixed" in the 
sense implicitly assumed by these models: while trading time between 
successive observations is uniform, the length of time a market is closed 
and hence, the total time passing between observations, varies with the 
periodic occurrence of weekends and holidays. The purpose of this re­
search has been to determine empirically if a weekend effect exists, what 
its pattern may be, and how it affects studies of market mechanisms in­
volving distribution and dependence analysis of daily observations. 

Studies of daily prices have been concerned with statistical dependency, 
distribution properties, and filter analysis. They have in common the 
treatment of each daily close-to-close observation as being the expected 
equal of all others in its population parameters, and judgment of market 
efficiency is rendered in this context. As the first section of this report 
has shown, there are both theoretical and empirical bases for denying 
this treatment. Measurement of risk and return were made with standard 
(parametric) statistical techniques which presume distributions of daily 
differences to be normally distributed. Caution is required in interpreting 
these results due to possible non-normal characteristics of livestock futures 
price series, a condition well-documented in security prices and grain 
futures.9 Sufficiently strong non-normality may negate the conclusions 
drawn from parametric procedures. Various applications of the Kolmo-
gorov-Smirnov test, a non-parametric measure of overall difference be­
tween distributions without regard to the contribution of individual para­
meters to this difference, were conducted to determine the answers to the 
following questions:10 

1. Are the distributions of livestock futures in homogeneous groupings 
(i.e., weekday, pre-weekend, and weekend) normal? 

2. Do die significant results obtained in the first section remain signifi­
cant under the observed degree of non-normality? 

3. Is the non-normality consistent with the stable Paretian hypothesis? 

8 Examples are numerous. The literature through 1963 is well-reviewed in Coot-
ner (1964). An updated survey has recently been provided by Fama (1970). 

"Cootner (1964), Fama (1963), Larson (1960), and Stevenson and Bear 
(1970). 

"Siegel (1956). 
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20 SECTION 1: PRICE BEHAVIOR 

Actual' (Leptokurtic) 

Normal' 

FIGURE 1. THEORETICAL (NORMAL) AND ACTUAL DISTRIBUTIONS OF PRICE CHANGES IN 
FUTURES MARKETS 

In response to the first question, evidence shows that, owing to differ­
ing lower moments, aggregate distributions of all daily changes appear 
more leptokurtic than do their individual summands (see Figure 1). 
However, does recognizing weekend variation suggest that the distribu­
tions are normal (i.e., nonstationary Gaussian) ? The one-sample Kolmo-
gorov-Smirnov test against a normal curve indicates that weekday, pre-
weekend, and weekend price changes remain too leptokurtic to be con­
sidered drawn from a normally distributed population. Thus we must 
consider the stable Paretian hypothesis as a description of these 
distributions. 

In response to the second question above, a two-sample application 
of the Kolmogorov-Smirnov test found that the combined disparity in 
location and dispersion parameters of weekend observations was signifi­
cantly different from those of weekday and pre-weekend observations. 
This finding using non-parametric techniques confirms the results of our 
prior parametric measurements. 

A third distribution measurement was made. While leptokurtosis and 
differences in location and dispersion are consistent with a stable Paretian 
hypothesis, differences in skewness and characteristic exponents are not.11 

The Kolmogorov-Smirnov test was run on standardized distributions 
(using the mean absolute deviation as a measure of dispersion) to test 
consistency in form. Here D values were insignificant, indicating no intra-
week shifting of form parameters. 

Measurement of Daily Return and Price Dependency 

The observation that dispersion, and possibly return, varies in cyclical 
fashion on an intraweek basis, to the extent that it is motivated by in-

"Fama (1963). 
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formational and liquidity preference factors, is of course completely con­
sistent with the notion of an efficiently operating market.12 I t also sug­
gests that measurements of serial correlation and run analysis (on a 
daily basis) should evidence some tendency toward reversal rather than 
the strict statistical independence expected in a time-information homo­
geneous world. There is another reason to expect negative dependence, 
namely a measurement bias caused by improper treatment of trend 
in these algorithms. The bias results from treating trend as a per ob­
servation concept, which generally creates an overadjustment across 
weekday intervals and underadjustment over weekend intervals. 

As an example of the above problem, we will consider a simple random-
walk model: 

Pt+b = BPt + et+lc (1) 

where Pt is a closing price observation, e t + s is a random variable with 
E(€t+Tc) = 0 and r(et, e t + s) = 0 for all K ^ 0. 

In Equation 1, B is a positive constant parameter specifying the level of 
expected return. If j8 = 1, the best estimate of the next closing price is 
the current closing price: there is no expected upward or downward 
drift in price through time. Let K represent any specified interval; K = 1, 
2 , . . . L. Then f(K) would represent the average percentage change in 
the value of Pt over the interval (t, t + k). We express f{K) in 
terms of B as: 

fi=l+f{K). (2) 
Testing Equation 1 by serial correlation involves the use of an algorithm 

where f{K) is specified as: 

f(K) = [ ( ? „ - P1)K]/P1n (3) 

where n is the number of daily closing price observations in the series 

Formulation presumes a uniform interval of time between all observa­
tions. An alternative formulation which would correctly specify the ac­
cumulation rate recognizing variation in time intervals between closing 
observations would be : 

g(K) ^[(Pn-PJKi/Pw (4) 

where m is the total number of (calendar) days in the sample period 
— i.e., m > n. 

12 That is, current price unbiasedly reflects all information such as that in a martin­
gale context: 

E(Zj, (+i | 0«) = 0 implying Zjt is a "fair game" given the information set <Pt 
where 

Zj, ,+ , = Rj, ,*i — E(Rj, «+»| 0«)- See Fama (1970). 
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TABLE 5 
KOLMOGOROV-SMIRNOV TWO-SAMPLE TEST ON STANDARDIZED FUTURES DISTRIBUTIONS" 

D Volues 

Distribution 1: 
Daily Except 
Pre-weekend Daily 

Futures Distribution 2: Pre-weekend Weekend 

Pre-weekend 

Weekend 

July Bellies 

June Cattle 

.045 
(.101) 

.067 
(.095) 

.079° 
(.096) 

.109b 

(.090) 

.051 
(.121) 

.071 
(.114) 

1, Equation 2 would take 

fi 

ft Figures in parentheses indicate critical value for a = .05. 
b D value significant at a = .05. 
c D value significant at a = .20. 

In the case of daily observations, where K 

the form: 

l : + g ( l ) f o r all daily Pt,Pt+i 
1 + 2g( 1) for all holidays between Pt, Pt+i 
1 + 3g( 1) for all weekends between Pt> Pt+i 
1 + 4 g ( l ) for all holidays plus weekends between Pt, Pt+i-

Algorithms using Equations 2 and 3, thereby treating returns or a linear 
accumulation rate on an observation basis, systematically overstate week­
day returns and understate weekend and holiday returns in markets where 
there is a positive return to risk-bearing. However, in markets where re­
turns to one side of the market are very close to zero, the correction factor 
will be trivial. Returns to one side of the market in livestock futures are 
very close to zero over periods of several years, and we would expect a 
negligible effect. 

Using Equations 4 and 5 instead of Equations 2 and 3 in calculating 
serial dependency for July bellies and June cattle had only a very minor 
effect on the correlation coefficient as Tables 5 and 6 indicate. In both 

TABLE 6 
UNCORRECTED AND CORRECTED SERIAL CORRELATION COEFFICIENTS, 

ONE-DAY LAG, (JULY BELLIES AND JUNE CATTLE, 1965-1970) 

Category July Bellies June Cattle 

Per Observation 
Accumulation rate (3)° 
Daily accumulation rate (5) 
Uncorrected r (1) (3) 
Corrected r (1) (5) 

.025 

.018 
- . 0 2 9 
- . 0 2 7 

.008 

.005 

.120 

.122 

a Numbers in parentheses refer to equations in this section. 
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cases the correction, although trivial, was in the expected direction of 
making the coefficient more positive (less negative). A greater difference 
between corrected and uncorrected correlations would result in markets 
and periods where trend is greater. 
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The Relation Between Volatility 
and Maturity in Futures Contracts 
Katherine Dusak Miller 

Some students of futures markets believe that the volatility of futures 
prices increases as the futures contract nears maturity (see Telser, 1956; 
Segall, 1956; and Samuelson, 1965). 

Samuelson offers an explanation for the existence of the variability 
effect as reviewed in Section 1 of the paper. His hypothesis about the 
behavior of futures prices requires that the stochastic process characteriz­
ing spot prices must be of a particular kind; other processes will yield 
different relations between the variability and maturity of futures con­
tracts. Section 2 of the paper examines the behavior of a sample of 
futures returns for existence of a systematic volatility effect. Evidence, in 
this particular case, supports the view that such an effect exists. Section 
3 examines the underlying spot-return series to see if its properties are 
consistent with the empirical results for the sample of futures returns ex­
amined in Section 2. Although the process generating the spot returns is 
consistent with the implications of Samuelson's hypothesis, there is a 
discrepancy between the observed pattern of futures return volatility and 
the pattern implied by the Samuelson relationship. Whether or not sam­
pling variability could account for the discrepancy is discussed briefly at 
the end of the paper. 

SECTION 1: RETURN VOLATILITY AS A FUNCTION 
OF CONTRACT MATURITY 

As part of his demonstration that return volatility is related to contract 
maturity, Samuelson postulated that futures prices follow a martingale or 
"fair game" process. Mathematically, the martingale property can be 
represented as: 

Y(T,t)=Et[X(t + T)] (1) 

Katherine Dusak Miller is an economist with Continental Bank, Chicago. This 
paper was written in 1972. 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



26 SECTION 1: PRICE BEHAVIOR 

where Y refers to futures prices, X to spot prices, T to the number of pe­
riods in which the futures contract will be outstanding, and t to the pres­
ent time. Equation 1 states that the current futures price is equal to the 
spot price expected to prevail T periods hence. 

The martingale property implies only that the first moment of the 
distribution of expected price changes is zero and says nothing about 
the second moment of the distribution. As Samuelson points out : 

Although the sequence {AY{T — n, t + n)} has a zero first moment 
at all time periods T — n, there is no reason to suppose that the riski­
ness of holding a futures — in the sense of the second moment or vari­
ance as measured by E[{AY(T — n,t + n )} 2 ]— should be the same 
when T is large and the terminal date far away as when T — n is 
small and the futures contract about to expire. A well-known rule of 

v thumb is that nearness to expiration date involves greater variability 
of riskiness per hour or per day or per month than does farness.... 
However, the present theory can contribute an elegant explanation of 
why we should expect far-distant futures to move more sluggishly than 
near ones [1965, pp.44-45]. 

The elegant explanation to which Samuelson refers assumes that fu­
tures prices follow a pure martingale but that spot prices are generated by 
the autoregressive model: 

Xt + 1 = aXt + {ut} (2) 

where a is assumed to be less than 1 and where Xt +1 is the spot price diat 
will prevail at time t + 1, Xt is the current spot price and {ut} is a se­
quence of independent random drawings from a given distribution with 
mean 0 and variance O-2(M) -1 

If futures prices follow a martingale, the expected return from buying 
a T period futures contract at the beginning of time t and selling it one 
period later at the beginning of time t 4- 1 should be zero. 

Such a return may be represented as: 

R(t, T) = Et+1[X(t + T)]- Et[X(t + T)]. (3) 

1 The assumption that spot prices follow an autoregressive process would 
seem to imply that the spot-commodity market is inefficient. For many com­
modities, however, price changes do not measure the investor's total return; 
hence, behavior of the price series by itself implies nothing about market efficiency. 
For commodities such as live cattle, total return reflects both weight gain and 
price change over the holding period. If, for example, die relevant holding 
period is one month and the price of cattle is $20 per hundredweight at the 
beginning of the month as well as at the end of the month, the return com­
puted simply as the price change would be zero. Allowing for normal weight 
gain of two pounds a day, the total dollar return taking weight gain into 
account would be $12 and not zero. Thus, without knowing the pattern of weight 
gain over a measurement interval, one cannot point to die existence of trends in 
the spot-price series as a priori evidence of spot-market inefficiency. 
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Equation 3 represents the forecast revision of the spot price expected to 
prevail at the time t-hT that is prompted by the receipt of new informa­
tion occurring in the interval t to t + 1. 

Since a specific process was assumed to be generating spot prices, 
Et+i[X(t + 2")] and Et[X(t+T)] can be expressed in terms of the cur­
rent spot price Xt and a sequence of disturbance terms {ut}. I t can be 
shown then that R{t, T) = <x

T-1ut+1.
2 Of course E[R(t, T)] = 0 which 

must be the case if futures prices follow a martingale. 
Variance of return may be expressed as: 

a*{R) = E[R(t, T) - E(R(t, T) )]2 (4) 
= E[a

T^ut+tf 
= „2T-*„2fu) 0 

Thus variance is a function of T, the contract term to maturity. Since a 
was assumed to be less than one, variance will vary inversely with T.3 

The martingale property, coupled with the assumption that spot prices 
are generated by a mean-reverting process, ensures that longer-term 
assets will exhibit less variance than shorter-term assets. Intuitively, 
Samuelson's law of increasing volatility may be explained as follows: 
the assumption that futures prices follow a martingale means that the 
futures price is the expected spot price, and the assumption of a mean-
reverting spot process implies, in turn, that the longer the life of the asset, 

2 Using the postulative autoregressive scheme X(T) = aX{T—1) + u of 
Equation 2, E[X(t + X)] may be represented as: 

E,[aX(,t + T — 1) +u, + T] = Et[ocTX(t) + dr-1ut*i +...+U,+T] 
= aTX(t) since Et(ut-n) = Et(ut-n) = Et(ut + T) = 0 

and X(t), the value of the current spot price, is already known. By the same rea­
soning, it can be shown that: 

E,„[X(t + T)] =acT-1X(t-l) 
= aT-1(«Z(0 + Ut + 1) = aTX(t) +a J ' -1u. + 1. 

Therefore, 
R(t,T) =E,+1[X(t + T)]—E,[X(t + T)l = aTX{t) + aT-1u, + 1 - aTX(t) 

T — 1 

= a U i + i 

and 
E[R(t,T)] = 0 . 

3 If spot prices follow a second order autoregressive process E(R) = 0 and <r*(iJ) 
= f(T) as before, however, the expression for the futures return involves a second-
order difference equation in spot prices. That is, 

R = —u(t) ( V " - A/-yXi - X,) 
with 

a>(R) = (X1
sr-' + Xa

3T-»-2X1
r-1X/-')[(r !(u)/(X1-Xa) '] 

where X, and X2 are the roots of a second order polynomial. Thus, the properties of 
futures return volatility will depend on the numerical values of the parameters of 
the second-order process. 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



28 SECTION 1: PRICE BEHAVIOR 

the greater the extent at which spot price (hence futures price) fluctu­
ations will be offsetting.4 

Samuelson's explanation of the increasing volatility of a maturing fu­
tures contract is crucially dependent on the mean-reverting properties of 
Equation 2.5 This can be shown by examining how spot prices follow a 
non-mean reverting process such as random walk. The generating process 
for a random walk is: 

Xt+1 = Xt + {ut} 

and the expression for return has the simple form: 

R{t,T) =ut+1 

with 
E[R(t,T)] = 0<md<r2(R) =o*{u). 

Expected return is zero, but in this case variance of return is constant, 
independent of contract maturity, i.e., the variability effect disappears.6 

SECTION 2: SOME EVIDENCE ON THE RELATION BETWEEN 
CONTRACT MATURITY AND RETURN VARIABILITY 

Daily price quotations from the June and December live-beef futures con­
tract for the period 1965 through June, 1972, have been used to test the 
hypothesis that there is a systematic relation between return variability 
and contract maturity.7 The sample period includes 7V& sets of observa­
tions for each contract. In most cases, contracts are outstanding 10 or 11 
months before maturity, although there are some cases where price quo­
tations are available as long as 15 months before maturity. Such observa-

* Samuelson's explanation of the variability phenomenon is in no way dependent 
on whether futures prices exhibit normal backwardation or not. Samuelson, prob­
ably for expository reasons, assumed that futures prices follow a pure martingale. 
In a later section of the paper, however, he shows how the analysis can be extended 
to encompass a martingale with drift — a case he explicitly identifies with Key-
nesian normal backwardation. 

° The assumption of a stationary disturbance term also plays a crucial role in 
this analysis. If the disturbance term were non-stationary, no a priori pattern in 
return variance could be rejected. In all examples, stationarity of the disturbance 
terms will be assumed. 

0 By the same reasoning, the same results would emerge if the first differences of 
spot prices followed a first-order-moving-average process. And in general, return 
volatility would be unrelated to contract maturity if one were to assume that any 
number of more complicated higher-order-moving-average processes were generat­
ing the spot-price series. 

'T rad ing in the live-beef futures was instituted on November 30, 1964, by the 
Chicago Mercantile Exchange. In addition to December and June contracts, there 
exist contracts which mature in April, August, October, and February. The cor­
relation between returns on the June and December contracts is high but not 
perfect—.76 for a sample size of 1,432. Hence, in the statistical tests to follow, 
we shall report all results by contract and not aggregate the returns. 
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tions had to be deleted from the sample, however, since trading volume 
in the maturity range 12 to 15 months is typically low and the reported 
prices are, in many instances, only nominal quotations. 

All statistical tests are presented in terms of the first difference of the 
daily price expressed in natural logarithms. The first difference of the 
daily log price is the rate-of-return continuously compounded for holding 
the futures contract over the day, and for small price changes. The daily 
log price approximates the daily percentage price change.8 

As a measure of return variability, the .28 to .72 interfractile range 
has been computed from daily return series for contract maturities rang­
ing from 11 months to the expiration month of the contract. (For a de­
scription of the sampling properties of this statistic, see Fama and Roll, 
1971.) An interfractile range, rather than the variance or standard 
deviation, was used as the primary measure of return variability since fu­
tures returns appear to conform to a member of the non-Gaussian family 
of distributions better than to the Normal distribution.9 Under these 
conditions the sample variance is known to be an inefficient measure of 
variability (Fama and Roll, 1971). 

Estimates of the sample interfractile range are reported in Table 1 
(along with the sample variance which is included for the sake of com­
pleteness). Since the interfractile range is a measure that corresponds 
to the standard deviation for the Normal distribution, the interfractile 
range has been transformed to the equivalent of the variance.10 From 
here on, the interfractile range will refer to this transformed value. 

8 We have checked the first part of the Samuelson hypothesis that futures re­
turns follow a martingale. Sample correlation coefficients, defined as PT = 
cov(Rt, Rt-T)/"(Rt) -"(Rt-r), have been computed for lags of 1 to 10 days. 
Evidence of serial correlation in the return series would cast doubt on the validity 
of the martingale assumption. There is virtually no serial dependence in the 
return series for either the June or December live-beef contract. Out of 20 corre­
lation coefficients, all but four are within two standard errors of zero. The largest 
value of pT is .10 (first order December) which "explains" only 1 percent of the 
return variability. 

From these results, we may infer that the behavior of returns by maturity, ob­
tained by reclassifying the original return series with respect to number of months 
to contract maturity, is also consistent with the martingale hypothesis. 

8 Normal probability plots for each of the 12 maturities for the June and Decem­
ber contracts confirmed that the majority of the sample distribution departs from 
normality. If returns were distributed normally, values of the observation plotted 
against their fractile value would lie along a straight line having slope 1/S and 
intercept x/S where S is the sample standard deviation and x is the sample mean. 
In only 7 of the 24 plots was there little or no evidence of curvature away from 
the line (7,8 month June and 10, 6, 2, 1 and maturity month December live beef). 

10 For stable distributions, the second moment is defined as S = 5 / V a where 
a is the characteristic exponent which determines the shape of the distribution 
and S can be estimated by the interfractile range. Thus, to convert the interfractile 
range to the equivalent of the variance, S must be raised to the alpha power. 
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Figures in Table 1 suggest an inverse relationship between contract 
maturity and return volatility. For both June and December contracts, 
volatility appears lower in the early months (11 to 8 months for the June 
contract and 11 to 7 months for the December contract) than later ones 
and increases sharply in the maturity month.11 

The correlation coefficient between the interfractile range and length of 
contract maturity is .74 for the June contract and .59 for the December 
contract.12 If the true value p were zero, the figures .74 and .59 would rep­
resent normal deviates of 2.87 and 2.02. The probability of observing a 
sample deviate of 2.87 or 2.02 when the true value is zero is only .20 and 
2.17 percent.13 

11 In the case of live-beef futures, the increase in the interfractile range during 
the contract maturity month cannot be attributed to suspension of trading limits 
on daily price movements. For this particular commodity the limits, which are 
$1 above or below the previous day's closing price, remain in effect until the ex­
piration date of the contract. 

12 Using the variance, rather than the interfractile range, as a measure of vola­
tility p drops to .56 and .44, which is understandable in terms of the higher sam­
pling variability of the variance, as opposed to the interfractile range, when re­
turns are distributed stable non-Gaussian. 

13 A second measure of association, which does not necessitate specifying the 
functional form of the relation between contract maturity and variability, is Ken­
dall's tau statistic. For a description of the statistic and its sampling properties, see 
Kendall (1962). If there is no relationship between the number of months to con-

TABLE 1 

VARIABILITY MEASURES, JUNE AND DECEMBER LIVE-BEEF FUTURES* 

Month to 
Maturity 

11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 
M A T 

N 

74 
121 
125 
146 
133 
161 
158 
145 
167 
157 
160 
106 

June 

Inter­
fractile 
Range 

.000584 

.000596 

.000427 

.000462 

.000739 

.001008 

.000816 

.000954 

.001314 

.000854 

.000815 

.001149 

Variance 

.000148 

.000228 

.000086 

.000104 

.000115 

.000262 

.000219 

.000191 

.000304 

.000214 

.000403 

.000271 

N 

138 
127 
167 
157 
160 
164 
139 
147 
138 
146 
133 
93 

December 

Inter­
fractile 
Range 

.000483 

.001018 

.000569 

.000558 

.000484 

.001107 

.000753 

.000839 

.000674 

.000827 

.000964 

.001836 

Variance 

.000154 

.000134 

.000179 

.000127 

.000147 

.000230 

.000176 

.000250 

.000111 

.000132 

.000144 

.000261 

a These variability measures, although computed from a daily price series, have been transformed 
to a weekly equivalent. The reason for doing this will be apparent (see Section 3: Process Generat­
ing Spot Prices). 
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Thus, we cannot reject the hypothesis: return variability for live-beef 
futures is inversely related to contract maturity.14 

SECTION 3: PROCESS GENERATING SPOT PRICES 

If Samuelson's explanation for the existence of a volatility effect is cor­
rect, results of the previous section suggest that spot-cattle prices are 
generated by an autoregressive process. However, finding an appropriate 
set of cattle prices with which to estimate the process is not an easy task. 
Although the U.S. Department of Agriculture publishes large quantities 
of price statistics, most of the reported series are in the form of temporally 
averaged prices (usually monthly or weekly). Since use of average prices 
can "introduce correlations not present in the original series" (Working, 
1960) such prices cannot be used in situations where the size of the corre­
lation coefficients is used to establish the nature of the generating 
process.15-16 

Having rejected the use of temporally averaged prices, an appropriate 
measurement interval must be chosen. Since the sample of futures returns 
is based on daily prices, a series of daily spot-cattle prices is used to esti­
mate the generating process. Unfortunately, the properties of daily spot-
price changes seem to vary over the week. Using the bottom of the daily 
price range for Choice slaughter steers, 1,100-1,300 pounds sold at the 

tract closeout and the size of the interfractile range, the value of tau is zero. The 
values of this statistic are .55 for the June contract and .42 for the December con­
tract which correspond to normal deviates of 2.40 and 1.85. The probability of ob­
serving a sample deviate of 2.40 or 1.85 when the true value is zero, is only .8 
percent and 3 percent. The value of Kendall's tau statistic for the June and De­
cember live-beef contracts, using the sample variance instead of the interfractile 
range as a measure of return variability, is .48 and .12. The corresponding proba­
bilities of observing such values when the true value of T is zero is 1.7 percent and 
32 percent. 

14 In a study of the relationship between contract maturity and price volatility for 
wheat futures traded on the Chicago Board of Trade, Segall (1956) concluded that 
his empirical evidence suggested "only the absence of an easily stated relationship 
between maturity and price volatility . . ." (p. 206). 

From one set of test results, Segall concluded that "maturity is related to price 
volatility" and that some support was afforded to the position that longer maturities 
fluctuate less than shorter maturities. On the other hand, the size of mean and 
median price ranges for contracts having 1 to 8 months to maturity exhibited no 
regular pattern. 

"Working (1960) has shown that the use of average prices introduces spurious 
first-order serial correlation into the series. For instance, according to Working's 
formula for the first-order correlation coefficient, {m* — l ) / 2 ( 2 m 2 — 1) where m 
is the number of terms in the averaging interval, if daily prices follow a random 
walk, the first-order serial correlation coefficient using a monthly average of the 
daily prices will be .25. 

M The fact that temporally averaged prices can introduce spurious first-order 
serial correlation has not deterred researchers from using such series. See for 
instance, the recent study of spot-cattle prices by Carvalho (1972). 
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Union Stockyards in Chicago from January, 1964, through July 31, 1971, 
the mean daily price change, its standard error, and the frequency distri­
bution of price changes for each trading day of the week have been com­
puted.17 (See Table 2.) 

The sample frequency distributions in Table 2 show that Tuesday and 
Thursday price quotations are nominal ones. From Monday to Tuesday, 
83 percent of the price changes are zero; the corresponding figure for 
Wednesday to Thursday is 98 percent. By contrast, distributions for 
Tuesday-to-Wednesday, Thursday-to-Friday, and Friday-to-Monday price 
changes are roughly similar and take on a much higher proportion of 
non-zero values (65, 64, and 62 percent respectively) than do Monday-to-
Tuesday, and Wednesday-to-Thursday distributions. 

Table 2 suggests there are at most three effective trading days in the 
week: Monday, Wednesday, and Friday.18 Thus, a weekly time series 
would be a natural choice to use for estimating the process generating 
spot-cattle prices. Instead, the Monday price series is used here since the 
largest volume of cattle arrive at the yards for sale on that day.19 

The proposition that under certain conditions return variability will be 
systematically related to contract maturity was demonstrated for the case 
of an autoregressive model that was additive in the error term. A multi­
plicative form of the model has been chosen to estimate the return gen­
erating process model since there is reason to believe that the size of the 
error term is proportional to the current price level. The relevant gen­
erating process is assumed to be: 

pt = pt-iexp(a + iit) (5) 
or taking logarithms 

In pt — alnpt.1 +utlnpt-t (5') 

" Ideally, one would want to use the closing market price for spot cattle, but 
since the U.S. Department of Agriculture does not collect open, high, low, or clos­
ing livestock market prices, the decision was made to use the bottom of the daily 
price range. The terminal date of the sample corresponds to the closing of the 
Union Stockyards. The weight category 1,100-1,300 pounds corresponds most closely 
to the delivery specifications of the live-beef futures contract. (Data were made 
available by John McKenna, U.S. Department of Agriculture, Chicago.) 

18 A spot check of daily volume figures for the number of cattle arriving for sale 
at the Union Stockyards in Chicago for the years 1964, 1966, 1969, and 1970 sub­
stantiates the contention that only Monday, Wednesday, and Friday (at most) are 
effective trading days. Representative volume figures over the week are as follows: 
Monday, 11,000 head; Tuesday, 2,000; Wednesday, 9,000; Thursday, 500; and 
Friday, 5,000. In 1964, as many as 18,657 head of cattle arrived at the Union 
Stockyards on a Monday. By 1970, volume of cattle arriving at the yards had de­
clined dramatically, e.g., Monday volume averaged in the neighborhood of 8,500 
head but the Monday-Wednesday-Friday pattern was still pronounced. (Figures 
supplied by John McKenna, U.S. Department of Agriculture, Chicago.) 

19 As noted, the results reported in the text are based on the Monday price series. 
All empirical tests, however, have been replicated using the Wednesday and Friday 
price-change series. In no case were the results substantively different from those 
reported in the text. 
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TABLE 2 
FREQUENCY DISTRIBUTIONS OF DAILY PRICE CHANGES BY DAY OF THE WEEK 

Daily Price 
Change 

$ - 1 . 2 5 
- 1 . 0 0 
- .75 
- .50 
- .25 

0 
+ .25 

.50 

.75 
1.00 
1.25 
N = 

Mean Price 
Change 

Standard Error 

Monday-
Tuesday 

1 

5 
25 

311 
29 
4 

1 

376 

$.0013 

(.0074) 

Tuesday-
Wednesday 

3 
6 

29 
90 

138 
85 
31 

7 
2 

391 

$- .0013 

(.0158) 

Wednesday-
Thursday 

1 
4 

376 

1 

382 

$- .0026 

(.0023) 

Thursday-
Friday 

1 
4 
4 

24 
75 

135 
81 
44 

6 
5 

379 

$.0336 

(.0173) 

Friday-
Monday 

1 
4 

25 
85 

142 
81 
28 

5 

1 
372 

$.0040 

(.0008) 

where pt and pt-i are the Monday prices of spot cattle one week apart 
and ut is a random error term. A random-walk process would imply that 
a = 1, or alternatively that the first differences of the log cattle prices 
are serially uncorrelated. 

Using a sample of 395 Monday spot-cattle prices, a first-order auto­
regressive process was estimated. 

In Pt = .019 + .987 In pt-x R2 = .9720 (6) 
(.012) (.008) 

Since the point estimate of the regression coefficient is close to, but not 
actually 1, (die sampling interval of two standard errors wide around it 
extends from .971 to 1.003) the results are somewhat ambiguous to in­
terpret. In a situation such as this, though, description of the process 
generating spot-cattle prices depends, in part, on what is being investi­
gated. For instance, if the proposition under discussion is the profitability 
of trading rules, the conclusion is that for all practical purposes spot-
cattle returns behaved as if they followed a random walk. The slight 
degree Of dependence in the return series could not be profitably ex­
ploited once transaction costs were taken into account. On the other 
hand, die case may be that a value of a = .987 is sufficiently different 

M A second-order price was also estimated but with no material improvement in 
fit, i.e., the Ra increased from .9709 to .9714. 
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from 1 to account for the pattern in the size of the variability measures 
for the live-beef futures returns. (See Table 1.) 

Using the formula a2{R) = a?iT-»o*{u), with a = .987 and a2 

(M) being the interfractile range for the spot-return series, predicted values 
of <r2(R) (actually the interfractile range) have been computed for {T — 
1) — 11 months through (T — 1) = 0 months and the results have been 
plotted in Figures 1 and 2, along with the actual interfractile ranges and 
the regression trend line through them. The correlation between the pre­
dicted and actual volatility measures for June live beef is .74; for the 
December contract it is .60.21 

Figures 1 and 2 show that although the predicted interfractile range 
increases as the maturity date of the contract approaches, the initial pre­
dicted value at (T— 1) = 11 months is too high, and its rate of increase 

21 Assuming that the relationship between futures and spot variability is logarith­
mic does not materially change the results. The correlation coefficient for the June 
contract increases from .74 to .76 and for the December contract increases from 
.60 to .61. Predicted variability measures based on spot variance have also been 
computed. The correlation coefficients between predicted and actual variance 
for the June and December contracts are .48 and .19; in logarithmic form they 
are .45 and .17. 

Interfractile 
Range 

.0010 

.0009 

Actual 
Regression Trend Line 

* * * » * Predicted— 65 = .987 
• • • • • Predicted— a = .97 

FIGURE!. JUNE VARIABILITY MEASURES 

Time to Maturity 
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Interfractile 
Range 

.0009 

.0007-

.0005 

. Actual 
Regression Trend Line 

* * * # • Predicted— a = .987 
• • • • • Predicted— a = .97 

2 1 MAT. 

Time to Maturity 

FIGURE 2. DECEMBER VARIABILITY MEASURES 

as contract duration decreases is too gradual compared to the actual values 
of the interfractile ranges. 

If alpha were somewhat smaller, the more distant scale factors would be 
lower, and the ascent to the value of the interfractile range at maturity 
(i.e., the actual value of the interfractile range for the spot-return series) 
would be steeper. Consider, for example, the pattern of the predicted 
interfractile ranges if a = .97 rather than .987. (The value .97 was 
chosen since it is the lower endpoint of the interval two standard errors 
wide around the point estimate of a). For a = .97 the predicted values of 
die interfractile range closely follow the trend line of the actual inter­
fractile ranges. For the June live-beef contract, 9 out of the 12 predicted 
values of the interfractile range lie almost exactly on the trend line. 
Correspondence between the predicted and actual variability measures is 
not as close for die December contract, primarily because the value of the 
interfractile range at maturity is more than twice the size of the next 
largest interfractile range. Were this last value to be somewhat smaller, 
the upward trend in the size of the December variability factors would 
be less pronounced and would follow more closely die plot of the pre­
dicted variability measures for a = .97. 
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This last example was chosen to demonstrate that at least one value of 
alpha exists for which the correspondence between the actual arid predicted 
variability measures would be very close. However, given a sample value 
of £ = .987 and a standard error of .008, the probability that the true 
value of alpha could be as low or lower than .971 is only .0166. 

Insofar as returns on die live-beef futures are concerned, diis evidence 
on the relation between return volatility and contract maturity should be 
interpreted rather cautiously. There does appear to be a systematic vari­
ability effect present in the structure of futures returns; whether this effect 
is attributable to the process generating spot prices is open to question. 
There is certainly a rough correspondence between the predicted and 
the actual variability measures based on a value of a = .987. The fit 
between predicted and actual interfractile ranges is even closer when 
a = .97, but as we have seen, such a value would probably be rejected 
as the. true value of alpha. 

Thus, although return variability on the live-beef futures contract is 
related to contract duration, the explanation for the phenomenon is 
probably due only in part to the process generating the spot-cattle price 
series. Whedier diese results are characteristic of all commodities, or only 
live beef, can be answered only by examining more commodities. 
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Application and Analysis 
of Pork-Belly Commodity Spreads 
Richard L. Meyer 

The objective of this paper is to construct and empirically test mechanical 
trading rules which can reduce the investor's risk in commodity futures 
contracts. Frozen pork bellies are the commodities used for empirical 
testing because price data are readily available, pork-belly contracts are 
popular with investors in the commodity markets, and pork-belly prices 
are subject to reasonably wide fluctuations (which may scare the more 
risk-averse investor). 

Three sets of mechanical trading rules are derived and tested; all utilize 
commodity spreads. The normal commodity spread involves the short sale 
of a distant futures contract and die purchase of a nearby futures contract 
when the premium of far over near is judged too great. Such judgments 
will be based on the ratio of the premium to transactions and carrying 
charges described in the following section. Strategy 1 calls for spreading 
all combinations of contracts when the price premium is judged too large. 
Strategy 2 is die same as Strategy 1 except diat only one spread is per­
mitted per combination of contracts. Strategy 3 is like Strategy 1 except 
that the maximum holding period is predetermined. 

Results of the empirical tests indicate diat die spreads created via die 
strategies used here would have been almost uniformly profitable, al-
diough the degree of profitability would have varied widely from one 
spread to anodier. Furthermore, altiiough losses did occur in individual 
spreads, most applications of the three strategies showed positive returns 
outnumbering negative returns by at least 60 percent to 40 percent. In 
many cases, no negative returns were realized and when negative returns 
did occur, diey were always less than die predetermined permissible 
maximum. 

Richard L. Meyer is a faculty member at the University of South Florida. This 
paper was written in 1971. 
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CONCEPT OF COMMODITY SPREADS 

The theory of spreading commodities is similar to the theory of arbitrage 
in die securities market. 

For instance, in the stock markets, A.T.&T. sells on the Midwest 
Stock Exchange and the New York Stock Exchange. The price difference 
between the two markets seldom exceeds the transaction costs involved in 
the purchase and sale of the security. If the price spread does exceed 
this amount, the alert investor will simultaneously purchase A.T.&T. on 
the exchange where it is cheapest and sell short a comparable number 
of shares on the other. On receiving the shares he has purchased, he 
can cover his short sale and pocket the profit, dius successfully engaging 
in a risk-free arbitrage operation. 

Prices of commodity futures contracts are bound by a similar con­
straint. For example, in the pork-belly market, a March contract cannot 
exceed die price of a February contract by more than trading commis­
sions and one month's carrying charges. If such an imbalance were to 
exist, investors could buy a February contract and simultaneously sell 
a March contract. 

In February an investor could take delivery of die bellies, store them 
for a month, and then deliver them in March to cover his sale. His profit 
would be the difference between the sale price of the March contract and 
the sum of carrying costs, transaction costs, and the purchase price of the 
February contract. Again, a risk-free arbitrage operation would be ac­
complished and because investors will fully exploit all such risk-free 
opportunities, the maximum price differential of March bellies over 
February, or August over May, is a known quantity. 

Note that no such constraint prohibits the March contract from selling 
substantially above the May contract, or the March contract above July, 
and in fact, such a phenomenon is not unusual. On November 30, 1971, 
July, 1972 contracts were selling at about 33 cents per pound while the 
August contract for die same year traded at slightly less than 32 cents 
per pound. Reverse arbitrage is impossible simply because one cannot use 
the proceeds from an August delivery to meet the obligations of a contract 
which must be satisfied in July. 

While reverse arbitrage is an impossibility, some commodity investors 
do engage in reverse spreads — shorting a near contract and purchasing 
the distant contract on the theory that the premium of the near over the 
far has become too large. Such a transaction cannot, however, be con­
sidered risk-free. If the investor's assumption is based on a faulty analysis 
of market conditions, he may find that the premium of the near over 
the distant contract increases. Reverse spread cannot be used to precisely 
determine die maximum loss which may occur, and will not be considered 
further in this paper. 
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When considering the ordinary commodity spread, few cases will arise 
where the price of the distant contract exceeds that of the near contract by 
more than transaction and carrying costs, precisely because such a situa­
tion gives investors the opportunity to achieve risk-free returns and their 
actions in the marketplace will rapidly eliminate the large price differ­
ence. On the other hand, new contracts often sell for more than distant 
contracts by less than the full amount of the transaction and carrying 
costs. In these cases, the investor may spread two contracts and know at 
the outset the maximum loss, which he may be forced to endure, or he 
may choose to engage in only those spreads where the possible loss cannot 
exceed some predetermined maximum amount. 

For example, assume diat a February pork-belly contract is currently 
trading at 32 cents per pound, that the March contract is 32.50 cents, and 
that transaction and storage costs are 0.80 cent per pound. If an investor 
were to buy one February contract and simultaneously sell one March 
contract his maximum loss would not exceed 0.30 cent per pound or 
$108 total (0.30 cent per pound times the standard 36,000-pound con­
tract) . Regardless of what happens to prices of these contracts, die spread 
between them will not exceed 0.80 cent and, because it is already 0.50 
cent, the maximum loss is thus set at 0.30 cent per pound. 

If the maximum loss is predetermined, what profit potential may exist 
in such an investment strategy? Again referring to the example above: 
the February contract may rise while the March contract remains con­
stant, or rises by a smaller amount; the March contract may fall while 
the February contract remains constant or falls by a smaller amount; or, 
the February contract may increase while the March contract falls. Sup­
pose that February advances 36 cents per pound and March to 36.15 
cents. The investor will have gained 4 cents on die long side and lost 3.65 
cents on the short side for a gross gain of 0.35 cent per pound, or $126 on 
a 36,000-pound contract. After subtracting commissions of $45 his net 
gain is $81. In other words, diere are a variety of ways in which prices 
may change so that the investor realizes positive returns. (See Table 1). 

MECHANICAL TRADING STRATEGIES UTILIZING 
PORK-BELLY SPREADS 

Having explored the use of a commodity spread to predetermine maxi­
mum losses and still offer the potential for positive returns, we may now 
develop a set of investment techniques and empirically test dieir viability 
using historical pork-belly prices. 

These tiieories make no assumptions about the "correctness" of die level 
of pork-belly prices at the time when the spread is established, nor do 
diey make any assumptions about die direction in which tliese prices may 
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TABLE 1 

FIVE HYPOTHETICAL SCENARIOS I N WHICH SPREADS MAY BECOME PROFITABLE 

December: Establish Spread 

January: Remove Spread 
1) February rises, 

March remains constant 

2) February rises, 
March rises by less 

3) February remains constant, 
March falls 

4) February falls, 
March falls by more 

5) February rises, 
March falls 

Trades 

Buy: 1 February 
Sell: 1 March 

Sell: 1 February 
Buy: 1 March 
Gross profit: 

Sell: 1 February 
Buy: 1 March 
Gross profit: 

Sell: 1 February 
Buy: 1 March 
Gross profit: 

Sell: 1 February 
Buy: 1 March 
Gross profit: 

Sell: 1 February 
Buy: 1 March 
Gross profit: 

Price in 
Cents per Pound 

32.00 
32.50 

33.60 
32.50 

1.60 

33.60 
33.00 
1.10 

32.00 
31.90 
0.60 

31.95 
31.00 

1.45 

32.40 
32.10 
0.80 

move while the spread remains intact. The trading rules established below 
are purely mechanical and assume diat a spread will be established when­
ever die appropriate predetermined conditions are met. The idea for 
developing such a set of mechanical rules grew from die belief that 
many investors are afraid to invest in commodities futures contracts be­
cause returns from diese markets are perceived to be too volatile. While 
this volatility may be tempered by posting more man the required initial 
margin, many investors find this unpalatable because their ability to 
diversify is quickly inhibited. If an investor were to post a 50 percent 
margin on a 36,000 pound contract of pork bellies prices at 30 cents per 
pound, his initial investment would be $5,400. Few investors can make 
enough investments of diat size to attain satisfactory diversification. Thus, 
the commodity spread is the one technique diat may enable the investor to 
engage in less volatile commodity transactions witiiout requiring large 
amounts of capital. As previously explained, once die spread has been 
established the investor knows for certain the maximum possible loss re-
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gardless of what happens to the price of the commodity during the period 
tliat the spread is maintained. 

The procedure in this study dien is to hypothetically establish a 
spread whenever a particular loss-minimizing trading rule is met, com­
pute the holding period of the spread, and its net profitability. The spread 
is established by purchasing the nearby contract and simultaneously sell­
ing a more distant contract at the closing price in any week that die 
proper trading rule is met. The spread is assumed to be lifted by simul­
taneously selling the near contract and buying die more distant contract 
at the closing prices on Friday of the last week in the month just prior to 
die expiration month of the near contract. While the investor would not 
have to repurchase the distant contract at that time, if only half the spread 
were closed out, he would be exposing himself to precisely those risks 
that we are trying to eliminate. Investors can only predetermine their 
maximum possible loss as long as they maintain both sides of the spread. 

For example, assume today is the first Friday in October and die price 
of March pork bellies exceeds the price of February pork bellies by enough 
to justify establishing a spread. The February contract is purchased at 
32 cents per pound and die March contract is sold at 32.50 cents. Then 
on the last Friday in January (the month just prior to the expiration 
month of the near contract) the investor lifts the spread by selling Febru­
ary at 34 cents and purchasing March at 34.05 cents. 

The holding period of the investment is measured in weeks and extends 
from the end of die first week in October to the end of die last week in 
January, a holding period of 16 weeks in this case. The gross return is 
computed by measuring die gain or loss on die long contract, die gain 
or loss on the short contract, netting die two, and multiplying by 30,000 
(36,000 for 1971 contracts). The net profit is computed by subtracting 
commissions. From the above example, two cents were made on the long 
side and 1.55 cents lost on die short side for a combined return of 0.45 
cent. On a 30,000-pound contract, this amounts to a gross return of $135. 
After subtracting die commission of $45, the net return is $90. 

Now we must look at die variety of rules which were used to determine 
the appropriate time for establishing the spread. The previous section 
pointed out diat an investor would not expect to find a distant contract 
trading at a premium over a near contract by more tiian carrying and 
transaction costs, but that it was not uncommon to observe the distant 
over die near by some portion of those costs. The first step, then, is the 
development of a model which approximates the total of these costs. In­
cluded here are storage, interest, insurance, and transaction costs. 

From figures supplied by the Chicago Mercantile Exchange, die fixed 
portions of the costs were determined to be 0.20 cent for 1965 and earlier, 
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0.21 cent from 1966 through 1969, and 0.24 cent beginning in 1970. These 
change because commissions were raised from $34, to $36, to $45, re­
spectively. Insurance and storage costs are approximately 0.28 cent times 
the number of months between the two contracts, (t). Interest charges 
are approximated by multiplying die current price of the near contract by 
10 percent, dividing by 12 months and multiplying by t. The appropriate 
equation for spreads undertaken during 1967 may be expressed as: 

Total Cost = .0021 + .0028* + [(Price/lb.) (.10*)j/12 (1) 

Strategy 1 

The first set of trading rules requires that a spread be established when­
ever a distant contract sells over a near contract by more than some 
amount (alpha) where alpha is a percentage of the total cost. The data 
have been tested against alpha levels ranging from 10 percent of total 
costs to 90 percent of total costs in increments of 10 percent. Suppose an 
investor is looking at closing prices in the third week of November and 
sees diat the standard five pork-belly contracts are being traded (Febru­
ary, March, May, July, and August) and that alpha has been set at 40 
percent of total costs. Alpha is computed for all possible combinations of 
contract spreads (February-March,..., February-July, February-August, 
March-May,. . . , March-August, etc.). The actual price premiums are 
compared for each combination and if the price premium exceeds alpha 
the spread is established and the holding period and gross and net returns 
are computed. Advancing to the fourdi week in November, an investor 
repeats die above process and continues until all weeky data have been 
investigated. The alpha level is then changed to 50 percent of total costs 
and the entire computation process is repeated on all weekly data. This 
continues until all data have been investigated at an alpha level equal 
to 90 percent of total costs. 

Note that this first set of mechanical trading rules may find an investor 
holding multiple positions in die same spread. Returning to the above 
example, he may find that a February-March spread is in order during the 
third week in November and diat diis spread also meets requirements in 
the fourth week. This first set of rules assumes that the investor would 
then hold two February-March spreads and perhaps a good many more 
if this combination continued to meet die requirements in later weeks. 

As will be shown in die next section, such a situation arose frequently 
and investors would often have been put in a position where a high pro­
portion of the spreads which were established would have been over the 
same two futures months. 
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Strategy 2 

The second trading technique seeks to eliminate the above problem by 
prohibiting more than one spread position in any given combination of 
contracts. In the above example, if a February-March spread were ini­
tially established in the third week of November, even though that same 
combination may again qualify in the fourth week, it is not permitted. 
Other than this exception, the second trading strategy follows exactly the 
same process outlined for the first. 

Strategy 3 

Another potential problem arises in both the first and second applications 
of mechanical trading rules in that die holding periods vary substantially. 
Some are as short as one week while others may extend to 39 weeks. Since 
some investors may not want to consider commodity investments whose 
holding period exceeds a certain number of weeks, a third set of trading 
rules was established. In Strategy 3 all combinations of contracts, which 
meet the requirements as laid out in Strategy 1 above and whose holding 
periods do not exceed some predetermined number of weeks, are included 
as spreads. Note that multiple spreads in die same combination of con­
tracts are again possible under Strategy 3. The holding period restrictions 
range from 2 weeks or less, to 40 weeks or less with 2-week increments. 

THE DATA 

Data for diis paper were gathered from the commodities section of the 
Wall Street Journal. Weekly observations were taken from each Monday's 
Journal so that figures used represent die last trades which took place 
on Friday of the previous week. Data cover die period from March, 
1964, when pork-belly trading was first reported in the Journal through 
August of 1971. 

When no data were published referring to die Friday closing prices or 
when no Monday Wall Street Journal was published, die Monday closing 
prices were used or the next closest set of closing prices if Monday prices 
were not available. These occurrences were relatively unusual. For die 
most part, readings were taken at seven-day intervals so that deviations 
from this pattern should not create any serious biases. 

Data include die trading date on which observations were taken, such 
as die diird week in March, 1964, or die first week in February, 1969. 
Then, die expiration date of each futures contract, which was currently 
being traded, and its closing price were recorded. For instance, data 
available at die end of die second week of September, 1970, shows all 
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five futures months of 1971 were then being traded (February, March, 
May, July, and August). 

Recording the closing prices presents somewhat of a problem because 
sales may have been occurring in a range of prices at the close. In ap­
proximately three-fourths of die observations, more dian one price was 
reported at the close. In such cases, the closing price was assumed to be 
die average of the high and low prices of tiiis range. While no trades may 
have actually occurred at the computed average price, its use should not 
seriously affect the average returns shown in this study for three reasons: 
1) in about 25 percent of the cases, only a single closing price was re­
ported; 2) the range of prices reported at die close was often five-hun-
dredths of a cent or less, and in the majority of cases was a tenth of a cent 
or less, so that any bias which occurs is reasonably small; 3) even if a 
significant bias existed, the effect should average out if a large number of 
observations exist (there are approximately 1,700 observations of futures 
prices in tiiis paper). 

Use of average data may, however, exert a downward bias on the stan­
dard deviation of returns and while the average return would not be 
biased, real trades in the spreads studied here may have resulted in a 
wider range of gains and losses. This also means diat die number of 
spreads showing negative returns may be downward biased. Although 
losses could have been more frequent and larger than these results indi­
cate, they would still not exceed the investor's predetermined maximum. 

During some years, sporadic trading was reported in futures months 
other than die five standard contracts listed above. These price observa­
tions were omitted from diis study. 

ANALYSIS OF RESULTS 

In analyzing die data, a radier extraordinary fact emerges. All variations 
of Strategies 1 and 2 yield profits and from die 180 variations of Strategy 
3 tested here, on the average, all but seven showed positive returns. Fur-
diermore, for almost all variations of each of the tiiree strategies, gains 
outnumbered losses and no negative returns occurred when an alpha level 
of 60 percent or greater was used. 

Strategy 1 requires that a spread be established whenever a distant 
contract mondi is priced over a near contract by at least a certain percent 
of the carrying and transaction costs (the alpha level). If an investor had 
followed this trading rule using a 10-percent alpha level, he would have 
received an average return of $48.39 over an average investment period 
of 16.48 weeks. (See Table 3.) Between March, 1964 and August, 1971, 
he would have invested in 748 spreads witii 327 giving negative results. 
On die average, the investor would have made almost 100 such invest-
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ments per year. However, the average number of investments per year 
may be somewhat misleading. Table 2 shows die number of investments 
the investor would have made in each year at two alternate alpha levels.1 

At the 10-percent alpha level, few investments would have been made, 
in years like 1966 and 1969, while an abundance of opportunities existed 
in 1964 and 1970 (no data were recorded before March, 1964). Returns 
shown in Table 3 must be interpreted carefully. While the average gain 
for a 10-percent alpha level was $48.39 and gains outnumbered losses 
421-327, in some years, the strategy did not show a profit. For instance, 
in 1966, 36 of the 57 spreads showed negative returns and in 1969, 28 of 
die 38 spreads were negative. 

On the other hand, had an investor applied Strategy 1 on an alpha 
level of 60 percent or higher, he would have shown a profit on virtually 
every transaction. However, at this level a total of only 90 combinations 
would have been spread or an average of 12 per year. Again, die average 
figure is misleading. (See Table 2.) 

1 Yearly breakdowns are reported for each alpha level in the Appendix. 

TABLE 2 

NUMBER OF INVESTMENTS PER YEAR USING T W O ALPHA LEVELS (STRATEGY 1) 

10-Percent Alpha Level 

Year 
Number of 
Investments 

1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 

128 
95 
57 
85 
104 
38 
181 
60 

60-Percent Alpha Level 

Year 
Number of 

Investments 

1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 

2 
3 
3 
1 
2 
4 
66 
9 
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TABLE 3 
STRATEGY 1: SPREAD ALL COMBINATIONS OF CONTRACTS 

WHEN PREMIUM EXCEEDS PRESCRIBED ALPHA LEVEL 

Alpha 
(Per­
cent­
age) 

.10 

.20 

.30 

.40 

.50 

.60 

.70 

.80 

.90 

Average 
Return 

(Dollars) 

48.39 
53.99 
59.90 
79.28 

118.30 
159.02 
180.50 
243.56 
229.80 

Standard 
Deviation 

of 
Return 

246.30 
189.99 
129.80 
105.85 
99.08 
98.40 
83.86 
69.21 
59.75 

Average 
Invest­
ment 

Period 
(Weeks) 

16.48 
16.10 
16.29 
16.40 
16.84 
14.94 
11.69 
8.38 
7.60 

Standard 
Deviation 
of Invest­

ment 
Period 

10.16 
10.16 
9.91 
9.24 
8.73 
8.10 
6.40 
3.50 
3.78 

Number 
of 

Contracts 

748 
578 
430 
311 
180 
90 
42 
8 
5 

Number 
of 

Negative 
Contracts 

327 
230 
150 
76 
15 
0 
0 
0 
0 

In examining Table 3 certain general statements can be made. Had 
a group of investors followed Strategy 1, diose applying higher alpha 
requirements would have received higher average returns with each 
increment in alpha except in going from the 80-percent level to the 90-
percent level. While the average return increased as alpha rose, the 
standard deviation decreased witii each increment. Since this is a measure 
of die variation about the mean, a conclusion can be made that the dis­
persion of returns decreased with each increase in alpha. 

Table 3 also shows diat die number of acceptable contract combina­
tions declined rapidly as die alpha requirement was increased. Of course, 
this conclusion would be anticipated because any combination of contracts 
meeting a 60-percent alpha level would also meet the 10-percent level, but 
not vice versa. For all alpha levels of 50 percent or lower, the average in­
vestment period was between 16 and 17 weeks. 

At levels of 70 percent and above, the holding period rapidly declined 
because a large proportion of the combinations meeting these high alpha 
requirements are found within 20 weeks of the expiration date of the near 
contract. The standard deviations of the holding periods are generally 
about 50 to 60 percent as large as dieir mean figures. 

Profitability is the most difficult problem. If results shown in Table 3 
are to be used to determine future investment policy, which variation of 
Strategy 1 would be deemed optimal? There may be no single correct 
answer. If total profits earned are to be the measure of optimality, a 10-
percent alpha level would be chosen because historically that level pro­
duced total gains of $36,195 (748 contracts times the average return of 
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$48.39). Each succeeding higher alpha level is inferior to the previous 
one. However, this is probably not the best measure for two reasons: 1) 
the number of spreads would be prohibitively large for most investors; 
and 2) any investor with enough funds to use an alpha level of 10 percent 
could have used these same funds to purchase four spreads of each com­
bination of acceptable contracts at the 50-percent level. This approach 
would then have yielded $85,200 total profits (180 contracts times $118.30 
average returns times 4) which is clearly superior to diose achieved at 
die 10-percent level. If average returns per spread (or nonannualized 
rates of return) are perceived as die best measure of profitability, die 
optimal alpha level would be 80 percent where the average historical 
gain was $243.56. However, investors would probably not select this 
strategy because it yields a total of only 8 separate investments in 7V& 
years (2 in 1966, 4 in 1970, and 2 in 1971). While investors could have 
taken a large number of positions in each of die 8 combinations to pro­
duce greater total returns, many investors would no doubt prefer to 
invest tiieir funds in a wider range of spreads. 

This variation of Strategy 1 may predict a less than acceptable level 
of diversification. Assuming margin deposits of $1,000 per spread, die 
alpha level yielding die highest annualized rate of return occurs when 
alpha equals 90 percent (312 percent return). Selection of this alpha 
level suffers from the same problems described immediately above for the 
80-percent level. Annualizing the rates of return is also misleading in this 
case. Purporting that an investor who follows Strategy 1 at an alpha 
level of 90 percent would have earned a 312-percent compound rate of 
return on his investment from 1964 to 1971 is simply not accurate. The 
investor would have made no investments until 1966, and then he would 
have had to make two spreads over roughly the same period. The same 
thing occurred in 1971, and the investor would have invested in one 
spread in 1970. An investor who had been prepared to begin investing 
in 1964, and had a minimum of $2,000 available (enough to margin two 
spreads simultaneously), would have earned a compound rate of return 
considerably smaller dian 312 percent (die approximate internal rate of 
return would have been 8 percent). 

An investor who uses the results in Table 3 to formulate his future 
investment strategy may find alpha levels of 40 to 60 percent to be the 
most attractive requirements because observed returns were reasonably 
large, negative returns were small in proportion to total spreads, and die 
total number of spreads meeting die investment criteria was reasonably 

large. 
We can now turn to an evaluation of Strategy 2, which would have in­

vestors spread all combinations of contracts in which the premium of the 
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distant contract mondi over the near month exceeds some predetermined 
alpha level, but would not permit more than one spread per combination 
of contracts. The results of applying this strategy at each alpha level are 
shown in Table 4. Again, the most important point to note is that every 
alpha level tested with tiiis strategy showed positive results. However, the 
magnitude of returns does not now appear to be a function of die alpha 
level. The average returns would have been $175.60 at the 10-percent 
level, would have fallen to a low of $109.07 at alpha equals 40 percent, 
and then would have risen to $256.26 and $230.60 at respective alphas 
of 80 percent and 90 percent. The standard deviations of returns are in­
versely related to the magnitude of the alpha requirement. 

The average investment period is considerably longer, at most alpha 
levels, for Strategy 2 than it was under Strategy 1 because under Strategy 
2 each average holding period is approximately 10 weeks longer for the 
first six alpha tests tiian under Strategy 1. This was to be expected. Under 
Strategy 2, if a February-March spread is established 33 weeks before it 
must be closed out, no other February-March spread may be established 
for that particular year. With Strategy 1, the investor may have estab­
lished that same spread at 33 weeks, 20 weeks, 10, and perhaps even 1 
week, and would thus have had a shorter average holding period. The 
standard deviation for each holding period is less than one-half of the 
mean for most alpha levels under Strategy 2. Thus, die coefficient of 
variation of returns is lower for Strategy 2 than for Strategy 1. 

The maximum number of contracts which would have been held over 
die 7lA year period for which data are available was 71 (10 combinations 

TABLE 4 
STRATEGY 2: SPREAD ALL COMBINATIONS MEETING ALPHA REQUIREMENTS 

BUT NOT PERMITTING MORE THAN ONE SPREAD PER COMBINATION 

Alpha 
(Per­
cent­
age) 

.10 

.20 

.30 

.40 

.50 

.60 

.70 

.80 

.90 

Average 
Return 

(Dollars) 

175.60 
141.23 
131.57 
109.07 
135.33 
170.80 
182.71 
256.26 
230.60 

Standard 
Deviation 

of 
Return 

491.20 
282.96 
264.36 
157.52 
158.62 
161.39 
91.74 
86.68 
81.18 

Average 
Invest­
ment 

Period 
(Weeks) 

28.43 
27.50 
26.46 
24.45 
23.17 
23.40 
15.45 
9.20 
9.33 

Standard 
Deviation 
of Invest­

ment 
Period 

8.34 
9.37 

10.31 
9.90 

12.16 
11.66 
9.27 
3.56 
4.04 

Number 
of 

Contracts 

49 
42 
37 
29 
23 
15 
11 
5 
3 

Number 
of 

Negative 
Contracts 

17 
16 
13 
9 
3 
0 
0 
0 
0 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



Pork-Belly Spreads 49 

of each of the 5 standard contracts in 1965-1971 and 1 combination in 
1964). In fact, the largest number of contracts which would have quali­
fied was 49 at the 10-percent alpha level and this number declined until 
only 3 contracts were included over tiiis time span when alpha was set at 
90 percent. The last column in Table 4 shows the number of spreads pro­
ducing negative returns at each test level. The negative returns declined 
rapidly until none existed at die 60-percent level and above. Negative 
contracts as a percentage of total contracts reached a maximum of 38 
percent when alpha was 20 percent. 

An interesting variation of Strategy 2, as opposed to Strategy 1, is that 
investment opportunities are more evenly spread from one year to the 
next. For example, the 10-percent requirement shows that the 49 total 
contracts purchased were fairly evenly distributed from 1964 through 
1971. (See Table 5.) 

Again, average figures may be somewhat misleading. The investors' 
yearly average returns at die 10-percent alpha level can also be seen in 
Table 5. While the average return per contract over the entire period 
would have been $175.60, Table 5 shows that the average returns were 
"reasonable" in only three of the seven years, and diat losses were realized 
in one. These numbers seem to indicate that although profits were at­
tainable, on the average, investors would have had to be patient to 
achieve them. 

In conducting this same analysis, when alpha was set at 40 percent the 
yearly results that would have been obtained are seen in Table 6. The 
yearly results are still fairly well dispersed .witii an average loss occurring 
again in 1968, and an average return of $265.50 in 1966. These results 

TABLE 5 

NUMBER OF INVESTMENTS AND YEARLY AVERAGE RETURNS 
USING A 10-PERCENT ALPHA LEVEL (STRATEGY 2) 

Year 

1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 

Number of 
Investments 

7 
6 
9 
7 
8 
3 
9 
0 

Number of 
Investments 

with Negative 
Returns 

3 
0 
5 
1 
4 
0 
4 
0 

Returns 

$ 40.78 
1,030.75 

24.44 
133.07 

-35 .24 
417.50 

1.33 
0.00 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



50 SECTION 1: PRICE BEHAVIOR 

also confirm the fact that the investor would have needed patience to 
achieve the average results for the whole period as shown in Table 4. 

Finally, some interpretation is needed as to the real rate of return an 
investor may have been able to realize. A conservative approach assumes 
the investor had, at die beginning of 1964, enough funds available to 
margin 10 spreads simultaneously and that he received no interest on 
idle funds. Furthermore, assume each spread is margined at $1,000. 
Using yearly data for alpha equals 10 percent, the internal rate of return 
is slightly less than 3 percent and about 1 percent at the 20-percent 
alpha level. This probably cannot be interpreted as die investor's per­
ceived return because he surely would not have permitted his unused 
cash to remain idle. On die other hand, if die returns per investment 
are annualized for the 10-percent alpha level, again assuming $1,000 
margin, the rate of return is about 34 percent. This approach has cer­
tain deficiencies which were discussed above. Realistically, the investor 
seldom would have had the opportunity to invest in more than one spread 
per $1,000 investment per year even though the average holding period 
was roughly half a year at the 10-percent alpha level. If he could have 
earned $20 from savings for half a year (approximately 4 percent interest 
per $1,000) and $175.60 on his spread positions, his rate of return would 
have been between 19 and 20 percent, on funds actually invested. The 
main point is that, under Strategy 2, reasonably large positive returns 
have been earned on the average spread by the patient investor. 

The final set of trading rules would have investors spread all combina­
tions of contracts that meet the predetermined alpha requirements and 
would tie up tiieir funds for fewer than a predetermined number of weeks. 
Strategy 3 was tested for 20 holding periods ranging from maximum 

TABLE 6 
NUMBER OF INVESTMENTS AND YEARLY AVERAGE RETURNS 

USING A 40-PERCENT ALPHA LEVEL (STRATEGY 2) 

Year 

1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 

Number of 
Investments 

7 
0 
4 
4 
4 
1 
8 
1 

Number of 
Investments 

with Negative 
Returns 

3 
0 
1 
1 
3 
0 
2 
0 

Returns 

$ 45.28 
0.00 

256.50 
185.62 
- 9 . 0 0 
135.00 

77.06 
228.59 
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holding periods of 2 to 40 weeks. Results of applying Strategy 3 are shown 
in Table 7. 

Table 7 shows that extremely short holding periods (2 and 4 weeks) 
resulted in negative or small returns for all those alpha levels that gen­
erated a substantial number of spreads. However, when the holding 
period tested was 6 weeks or more, the average returns were always posi­
tive (although admittedly small in some instances). 

As a general rule, returns increased as alpha increased, but there is an 
inverse relationship between the standard deviations of returns and alpha. 
These trends in results strongly resemble the trends observed widi Strategy 
1. The holding periods tend to be relatively stable from one alpha level 
to another except when the holding periods are at a high end of the range. 
The average holding periods decline at very high alpha levels. The size 
of the average holding period is usually only about one-half as large as the 
maximum permissible holding period because Strategy 3 has two require­
ments. Strategy 3 permits spreading when: 1) a particular alpha is met, 
and 2) the holding period is equal to or less than the designated maxi­
mum. As a rule, the standard deviations of the holding periods are 40 to 
60 percent as large as the average holding periods. Again, die number of 
combinations qualifying for spreads is inversely related to the alpha level. 
However, the interpretation of the results of Strategy 3 is mainly to be 
found by intercomparisons of Table 7. 

At an alpha level of 10 percent, die average returns increased to a 
high of $46.47 as the permitted holding period was lengthened to 20 
weeks; then, as the holding period was lengthened still further, the 
average returns dropped back to $39.48 at 40 weeks. A similar pattern 
is repeated for the 20-percent alpha level. The 30-percent alpha require­
ment shows diat the greatest average returns would have been generated 
when the holding period was 22 weeks or less. For alpha levels of 40 to 
70 percent, the greatest average returns occur when the holding period 
is restricted to about one-quarter of a year. At alpha levels of 80 to 90 
percent, little trend in returns can be observed because so few contracts 
are involved. 

A disproportionately large number of negative combinations are found 
in the short holding periods. For instance, at die 10-percent alpha level 
in the six-week holding period, 158 combinations would have been spread 
and 100 of tiiese would have produced negative returns. At die 10-percent 
alpha level in the 40-week holding period, 748 would have been selected 
with 327 giving negative returns. Thus in the 6-week holding period, 
losses occurred in 63 percent of the spreads, while in die 40-week holding 
period losses occurred in only 44 percent of the spreads. At an alpha of 
40 percent in the 10-week period, losses occurred in 32 percent of the 
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TABLE 8 
NUMBER OF INVESTMENTS AND AVERAGE RETURNS BY YEAR, 14-WEEK HOLDING PERIOD, 

50-PERCENT ALPHA LEVEL (STRATEGY 3) 

Year 

1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 

Number of Investments 

10 
7 
2 
0 
0 
3 

37 
15 

Returns 

$ 59.60 
144.43 
288.00 

0.00 
0.00 

65.00 
186.97 
99.24 

spreads while at the 40-percent alpha level in die 40-week holding period 
losses were in only 24 percent of total spreads. 

Again, these averages may be misleading. For example, in Table 7 we 
see that widi a maximum holding period of 14 weeks, at alpha equal 50 
percent, average returns would have been $150.75 and a total of 74 
spreads undertaken (an average of almost 10 per year). The actual dis­
tribution of returns and spreads is seen in Table 8. 

Although the investor would have earned positive returns in each year 
when spreads were possible, average returns were higher than $150.75 
only in 1966 and 1970. Also, die spreads are not evenly distributed over 
the years as none were possible in 1967 and 1968, while half of die total 
would have been undertaken in 1970. 

Strategy Selection 

Investors differ as to risk aversion and acceptable investment horizons. 
Thus, selecting which variation of the final set of trading rules is the 
optimal guide for investors is impossible. As risk aversion increases, in­
vestors opt for higher and higher levels of alpha until finally at alpha 
equal 1.0, an investor would be operating in a risk-free environment. Also, 
his perceived investment horizon would affect the maximum number of 
weeks over which an investment could be held. 

Some general comments can be made as to which variation would be 
most appealing to die "average" investor of modest means whose po­
tential investment horizon reaches to at least 40 weeks. The 2- and 4-week 
holding periods should probably have been ignored because returns were 
negative in most cases and where positive, few investment opportunities 
existed. For holding periods ranging from 6 to 40 weeks, alpha levels of 
10 or 20 percent should have been avoided because when die number of 
opportunities was of the size an investor could manage, returns (though 
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positive) were low. Then when the average returns were relatively large, 
die number of investment opportunities became so large as to be beyond 
the grasp of all but the wealthy investor. At alpha levels of 70 percent and 
above, returns were large but investment opportunities over the 754-year 
period would have been strictly limited. This leaves us widi the spectrum 
of alpha from 40 dirough 60 percent and holding periods of 6 to 40 
weeks. Many investors may also consider the 40-percent variation inferior 
to the remaining two. For instance, at 40 percent the greatest average re­
turns, $99.68, occurred when die holding period was restricted to 14 
weeks or less. These criteria have selected 137 spreads. However, when 
an alpha of 50 percent and 22-week maximum is selected, average re­
turns reach $127.68 over 132 spreads. For this latter strategy, the num­
ber of opportunities would have been nearly the same as in the former 
while substantially higher returns would have been realized. Alpha levels 
of 50 to 60 percent and maximum holding periods of 16 to 40 weeks 
would seem to be most acceptable for the average investor. 

The beauty of Strategy 3 may lie not in selecting die optimal strategy 
for die average investor but rather in showing that positive returns could 
have been earned by investors with widely differing investment criteria. 
The three strategies show that investors could have specified a variety of 
investment constraints over a relatively long period of time and earned 
positive returns, on the average, diat would have been risk-free. While 
tiiese spreads would not have been risk-free, die investor could have pre­
determined his maximum loss at some satisfactory level and prevented 
die chance of a catastrophic loss. The individual investor must decide 
whedier die rate earned in excess of die risk-free rate would have been 
enough to compensate for the level of risk accepted. 

Results of Selective-Spread Combinations 

Results of an investigation of the popularity and profitability of the indi­
vidual combinations of contracts are shown in Tables 9 and 10 for 
Strategies 1 and 2 at the 10- and 50-percent alpha levels. 

In all except the 50-percent alpha level of Strategy 2, the combinations 
selected most often were May-July and March-May. For Strategy 1, 
at die 10-percent alpha level these two spreads account for 39 percent of 
the total spreads. For Strategy 2 at the 10-percent and 50-percent alpha 
levels, these two spreads account respectively for 30 percent and 43 per­
cent of die total. Strategy 1 at the 50-percent level has the March-May 
and March-July spreads making up 47 percent of all contracts spread. 

Combinations widi die highest percent of returns above $100 for 
Strategy 1 at an alpha of 10 percent were February-May, February-
August, and March-August. Fifty percent (77/154) of these spreads 
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showed returns exceeding $100. At the 50-percent level for Strategy 1, the 
most profitable spreads were again the three listed above. All such spreads 
undertaken at this alpha level showed returns above $100. For Strategy 
2, at the 10-percent level, die most favorable combinations of spreads 
were February-May, March-May, and March-July. Fifty percent of the 
February-May and March-July spreads and 43 percent of the March-
May spreads showed returns exceeding $100. Strategy 2, at the 50-percent 
level, showed the same contract months found under Strategy 1 to be 
most profitable. In this case, 100 percent of the returns were greater than 
$100 (although a total of only four spreads were taken in these 
combinations). 

The worst combinations for spreads under Strategy 1, at the 10-percent 
alpha level, were May-August where 57 percent of the contracts had losses 
of more than $50; May-July with 57 percent having losses greater than 
$50; and March-May and March-July each showing one-third of the 
contracts losing $50 or more. At the 50-percent level under Strategy 1, 
no contracts showed losses greater than $50 but 100 percent of the May-
August spreads and 80 percent of the July-August spreads were losses. 
Twenty-two percent of the May-July investments showed negative re­
turns. Under Strategy 2, at the 10-percent level, March-May contracts 
suffered losses 43 percent of the time while May-July and May-August 
incurred losses 57 percent and 67 percent of the time respectively. At the 
50-percent level, Strategy 2 incurred its worst losses in the May-August 
and July-August spreads. 

For the best spreads, the average number of mondis between die long 
and short contracts was 5 while the number of months between die 
long and short contracts for the worst spreads was 1.8. An overall ap­
praisal of die empirical data seems to indicate that those spreads widi 
the greatest time span showed higher profits. Also, die higher returns 
were often earned when the long portion of die spread was a February 
contract. 

SUMMARY 

Structure of the Study 

The purpose of this study was to examine investment strategies in com­
modity futures contracts that reduce die risk to which the investor ex­
poses himself and still afford him the opportunity to earn "reasonable" 
profits. There are essentially two ways of accomplishing this goal: 

1. Have the investor purchase futures contracts on higher margin 
immediately reducing both the rates of returns and the variation of diese 
rates of returns (risk). This approach was dismissed because of the large 
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dollar investment required and the belief tiiat few investors have the 
means to diversify widi tiiis strategy. 

2. Utilize the commodity spread. Spreading essentially involves pur­
chase of a near-term contract and the simultaneous sale of a more dis­
tant contract. This is typically undertaken when the distant is priced over 
the near by some amount that approaches the transaction and storage 
costs which must be covered to run a risk-free arbitrage operation. This 
was the approach examined in tiiis paper. 

The commodity-spread approach has two features which allow for a 
satisfactory method of reducing risk: 

1. Investors can predetermine tiieir maximum loss or, conversely, have 
the ability to prevent catastrophic loss. A distant contract will rarely sell 
over a near contract by more than die total of transaction and storage 
costs, so the investor knows the maximum premium that may exist. 

2. Spreads can be undertaken on reasonably small margins providing 
most investors with the ability to diversify witii more than one spread at 
any point in time (or at least the ability to have a small percentage of 
their funds invested in any one commodity spread at any point in time). 

Three strategies involving spreads were tested here: 
Strategy 1 involved investing in every combination of spreads in which 

the distant contract sold at some percent, alpha, or more, of transaction 
and carrying charges. This strategy permits taking multiple spreads in the 
same combination of contracts. 

Strategy 2 utilized the same rules as Strategy 1 but did not permit more 
than one spread in the same combination of contracts. Once a particular 
combination of contract montiis had been spread, no other similar invest­
ments were permitted. 

Strategy 3 involved retesting Strategy 1 subject to maximum holding 
periods. In other words, all combinations of contracts were spread, as 
long as the price premium exceeded the alpha requirement, and as long 
as the investment would not be held for more dian some predetermined 
number of weeks. Multiple holdings of the same spread were again per­
mitted under Strategy 3. 

All three strategies are purely mechanical in nature. No assumption 
is made about die "fairness" of current price levels of the commodity con­
tracts nor about the direction of prices in the future. 

Results and Biases of the Study 

The results indicate that spreading in frozen pork bellies would have re­
sulted in positive returns under almost every variation of all diree strate­
gies. A total of 198 different variations were tested and negative results 
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occurred in only seven cases. Under Strategy 1, returns varied from 
$48.39 at the 10-percent alpha level where 748 spreads were undertaken 
to a high of $243.56 at die 80-percent alpha level where 8 combinations 
were spread. Under Strategy 2, the lowest average return was $109.07, 
at an alpha of 40 percent where 29 spreads occurred. The highest was 
$256.26 at the 80-percent alpha level for 5 spreads. The worst results 
occurred under Strategy 3 on an alpha of 20 percent when die investment 
period could not exceed 2 weeks. The result was a negative $33.94 over 
40 spreads. The best results under Strategy 3 occurred at an alpha level 
of 80 percent when die holding periods were restricted to 6 weeks and 
less, or 8 weeks and less. The average return for these variations was 
$288.30 for 4 spreads. 

Obviously, spreads in frozen pork bellies would have, on the average, 
been profitable investments while, at the same time, the investor had 
personally regulated the maximum size of his potential loss. No doubt in­
vestors could have earned rates of return between 15 percent and 20 per­
cent for many of the strategies if they had margined their spreads at 
$1,000 each and had invested idle funds at a rate of 4 percent (maximum 
amount payable on savings deposits during most of the period studied). 
Results of testing back data are not necessarily indicative of returns which 
may be earned in the future. Some changes may have occurred in die 
structure of market prices and price trends diat preclude positive re­
turns via such strategies. 

While the average results were almost unanimously positive, some prob­
lems may still exist in using spreads as a regular investment medium. For 
instance, there is a problem in data bias. Averages were taken in com­
puting closing prices so the range of returns would probably have been 
wider than we have seen here. There would have been more spreads witii 
higher returns and more losses (but none in excess of the predetermined 
maximum). Thus, results dealing with the number of losses and die 
standard deviation of returns may be biased downward. However, there 
is no reason to believe that any bias exists in the average figures. Anodier 
problem is that for Strategies 1 and 3, die number of spreads undertaken 
in any given year varied dramatically and returns varied widely from 
one year to the next. The investor who insisted on a regular stream of 
investment opportunities would have been better off under Strategy 2. 
The variance in yearly returns may simply indicate that investors must be 
willing to have the patience for a long-run investment strategy. 

Implications for Future Research 

The two most important areas for future research would seem to be: in­
vestigations that attempt to explain the wide variation of investment op-
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portunities over the 7V4 year period and diose diat can explain the 
variance in profitability from one year to the next. Also, it would be 
interesting to see if general results found here for frozen pork bellies are 
indicative of opportunities for profitable investment in spreads in other 
commodities or across other commodities such as spreads between frozen 
pork bellies and contracts in hogs. Finally, a study of the historical re­
turns on reverse spreads could prove interesting. 

APPENDIX 1 

Strategy 1: Number of Investments by Year and Alpha Level 

Year 

1964 

1965 

1966 

1967 

1968 

1969 

1970 

1971 

Totals 

.10 

128 
(53)' 

95 
(45) 

57 
(36) 

85 
(35) 

104 
(77) 

C
O

 
C

O
 

C
O

 
C

M
 

181 
(24) 

60 
(29) 

748 
(327) 

.20 

126 
(53) 

73 
(42) 

33 
(18) 

C
O

 
C

M
 

•
*

 
C

M
 

49 
(32) 

29 
(20) 

169 
(20) 

51 
(23) 

578 
(230) 

.30 

119 
(52) 

45 
(28) 

12 
(4) 

23 

(ID 
21 
(16) 

16 
(10) 

150 
(11) 

44 
(18) 

430 
(150) 

Alpha 

.40 

94 
(34) 

25 
(13) 

9 
(1) 

13 
(9) 
7 
(5) 

8 
(3) 

131 
(5) 

24 
(6) 

311 
(76) 

(Percentage) 

.50 

40 
(9) 
12 
(5) 

5 
(0) 

2 
(0) 

2 
(0) 

4 
(0) 

98 
(0) 

17 
(1) 

180 
(15) 

.60 

2 
(0) 

3 
(0) 

3 
(0) 

1 
(0) 

2 
(0) 

4 
(0) 

66 
(0) 

9 
(0) 

90 
(0) 

.70 

— 

2 
(0) 

2 
(0) 

1 
(0) 

1 
(0) 

2 
(0) 

31 
(0) 

3 
(0) 

42 
(0) 

.80 

— 

— 

2 
(0) 

— 

— 

— 

4 
(0) 

2 
(0) 

8 
(0) 

.90 

— 

— 

2 
(0) 

— 

— 

— 

1 
(0) 

2 
(0) 

5 
(0) 

* Numbers in parentheses indicate number of spreads Having negative returns. 
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APPENDIX 2 

Strategy 2: Number of Investments by Year and Alpha Level 

Year 

1964 

1965 

1966 

1967 

1968 

1969 

1970 

1971 

Totals 

.10 

7 
(3)" 

6 
(0) 

9 
(5) 

7 
(1) 
8 

(4) 

3 
(0) 

9 
(4) 

— 

49 
(17) 

.20 

7 
(3) 

3 
(0) 

9 
(5) 

6 
(1) 
6 

(3) 

2 
(0) 

9 
(4) 

-— 

42 
(16) 

.30 

7 
(3) 

2 
(0) 

5 
(2) 

6 
(1) 
6 

(4) 

2 
(0) 

8 
(3) 

1 
(0) 

37 
(13) 

Alpha 

.40 

7 
(3) 

0 
(0) 

4 
(1) 
4 

(1) 
4 

(3) 

1 
(0) 

8 
(2) 

1 
(0) 
29 

(10) 

(Percentage) 

.50 

6 
(3) 

0 
(0) 

3 
(0) 

2 
(0) 

1 
(0) 

3 
(0) 

8 
(0) 

— 

23 
(3) 

.60 

2 
(0) 

1 
(0) 

2 
(0) 

1 
(0) 
1 

(0) 

3 
(0) 

5 
(0) 

0 
(0) 

15 
(0) 

.70 

— 

2 
(0) 

1 
(0) 

1 
(0) 

1 
(0) 

1 
(0) 

4 
(0) 

1 
(0) 

11 
(0) 

.80 

— 

— 

1 
(0) 

— 

— 

— 

3 
(0) 

1 
(0) 
5 

(0) 

.90 

— 

— 

1 
(0) 

— 

— 

— 

1 
(0) 

1 
(0) 
3 

(0) 

a Numbers in parentheses indicate number of spreads having negative returns. 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



SECTION 2: FORWARD-PRICING EFFICIENCY 

Forward pricing has always been an important economic role of the 
commodity futures market, but featuring it in published research has 
occurred mainly since the introduction and trading success of nonstorable 
commodities. For storable commodities, an analysis of forward pricing is 
generally tied to the inventory allocation process, and forward prices and 
the current cash price are viewed as being within a constellation. The 
set of current and forward prices is linked by storage costs, and their 
level is interpreted as that price which will allocate the inventory through­
out the crop year. 

For nonstorable commodities the allocation process is less direct, so 
the forward-pricing role is the research focal point. The set of current and 
forward prices is not viewed as within a single constellation, but in 
many cases the prices are considered independent of each other. Hence, 
there is a rapidly growing body of literature concerned with die forward-
pricing ability of .futures markets. Such research comes under the titles 
of market efficiency, market performance, and forward-pricing accuracy; 
much of it is reviewed by Leuthold and Hartmann (1979). 

Parallel to this commodity futures-market literature, another body 
of literature has been developed by financial analysts and macroeconomists 
investigating the efficiency of forward-exchange and interest-rate markets. 
Although the jargon varies between the two sets of literature, the basic 
hypotheses and methodological approaches are often identical. Surely, in 
a few short years these efforts will be more closely linked, and hopefully, 
this anthology will contribute to that process. 

Many of the commodities possessing characteristics that attract tests of 
forward-pricing efficiency are traded on the Chicago Mercantile Ex­
change. So, an emphasis on this subject among this set of fellowship 
papers is not surprising. In this section, papers by Panton and Joy, and 
Levich test the efficiency of the international-currency futures market, 
while Marquardt compares the forward-pricing ability of agricultural 
futures markets with public "outlook" advice. Folks and Stansell are con­
cerned indirectly with futures markets, attempting to ascertain if pending 
exchange-rate changes can be detected in advance. 
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In the finance literature, concern with the efficiency of forward-ex­
change markets dates back to the early 1800s, as documented by Levich. 
The one article that most carefully distinguishes among different ap­
proaches to studying market efficiency, and is a focal point for recent 
empirical work, is by Fama (1970). He classified empirical tests into 
"weak form," "semi-strong form," and "strong form," terms now widely 
used by foreign-currency and financial-instrument analysts. Although ap­
plicable, these terms have not received much attention by agricultural 
economists. 

In the agricultural literature, Working (1949) first wrote about eco­
nomic expectations and futures markets. He coined the phrases "neces­
sary inaccuracy" and "objectionable inaccuracy." Necessary inaccuracy re­
fers to that forward-pricing error due to the lack of information, which 
comes randomly, making this error unpredictable. Objectionable inac­
curacy is the remaining portion of the total error, and might result from 
poor quality speculation, inability to assess or react to information, a 
market imbalance, or possibly even manipulation. I t may be possible 
to predict this error. 

These phrases have not received much attention, despite the possibility 
of distinguishing empirically between the two inaccuracies. Many studies 
in the finance literature of the efficient-market hypothesis essentially test 
for the existence of objectionable inaccuracy. Most of the tests of market 
efficiency on agricultural commodities have been of the "weak form" 
type. (See references in Section 1, Price Behavior.)These studies usually 
investigate whether a historical price series is random or not. Leuthold 
and Har tmann (1979) provide an initial attempt to combine terminology 
and hypotheses from financial and agricultural economics literature, and 
perform a "semi-strong form" test of the live-hog futures market. More 
"semi-strong form" tests are needed to ascertain if markets utilize all of 
the available information and only necessary inaccuracy exists. 

Also in this section, Panton and Joy may be one of the first to investi­
gate the performance of international-currency futures contracts such as 
those traded on the International Monetary Market of the Chicago 
Mercantile Exchange. Specifically, they examine: 1) whether currency-
futures prices are consonant with the interest rate parity theorem; 2) 
whether currency-futures prices are biased; and 3) what has been die 
holding-period return of currency futures. In examining futures contracts 
for eight currencies, tiiey find mixed results concerning whether currency-
futures prices are at a level diat would be predicted from die interest 
rate parity theorem. Only the Mexican peso exhibits a significant bias 
in its futures price, while with the use of a simple model, the returns to 
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speculators from the long side were not, in most cases, significantly dif­
ferent from zero over the data tested. 

Levich tests the efficiency, or performance, of international-money 
markets. The prices in these markets contain information for forecasting 
future spot-exchange rates. The efficient-market hypothesis states that 
market prices reflect all available information. Using data from nine 
countries and the United States, Levich tests the accuracy of exchange-
rate forecasts implied by the market prices and finds that the markets 
efficiently reflect available information concerning future exchange rates. 
However, a composite forecasting model can reduce forecast errors. Since 
the markets are efficient, forecasts based on publicly available informa­
tion do not lead to unusual profits in forward speculation. 

Marquardt, also concerned with information, tests whedier the futures 
market forward prices more accurately than "outlook letters" dissemi­
nating from commercial advisory services, government, and land-grant 
college sources. The gathering of tiiis information is costly to the indi­
vidual. In general, Marquardt found futures markets give more accurate 
information both in terms of average deviation errors and in direction 
of change. Most importantly, futures markets provide more frequent and 
timely information about future conditions than do alternative informa­
tion sources. These tests are made with the wheat, corn, soybeans, cattle, 
and hog futures contracts. 

Folks and Stansell, while being concerned with exchange-risk man­
agement by U.S. corporations with overseas investments, attempt to 
ascertain if the statistical technique, multiple discriminant analysis, is of 
any value in providing an early warning of impending exchange-rate 
changes. Using readily available macroeconomic data for 38 countries, 
they find the technique useful in discriminating between potentially de­
valuing and nondevaluing countries. Apparently, the data contain sub­
stantial information warning of future exchange-rate changes. This in­
formation can be valuable to corporate exchange-risk managers attempt­
ing to minimize risk exposure when assets are held in several currencies. 

Missing from this set of papers is any reference to the tie between mar­
ket efficiency and rational expectations, a relationship that has important 
theoretical and empirical bearing on research. Articles by Hamburger 
and Piatt (1975), and Cargill (1975) will introduce the reader to that 
literature and locate citations to important works. 
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Empirical Evidence on International Monetary 
Market Currency Futures 
Don B. Panton and O. Maurice Joy 

INTRODUCTION 

This paper empirically investigates three questions concerning currency 
futures traded on die International Monetary Market (IMM) of the 
Chicago Mercantile Exchange: 1) Are currency futures prices consonant 
with the interest rate parity theorem? 2) Does a characteristic bias exist 
in the currency futures prices? 3) What has been die holding period re­
turn experience of currency futures since their inception on the IMM? 

One of die uncertainties in international business is that which is 
associated widi the future currency exchange rate between die domestic 
currency and the currency of the foreign country. When an agreement 
calls for a future cash flow in a foreign currency, economic agents may 
ultimately face an exchange rate quite different from the one in effect at 
the time the agreement was signed. One method of hedging against this 
uncertainly is through die use of currency futures contracts tiiat are traded 
on the International Monetary Market of the Chicago Mercantile 
Exchange. 

Another alternative open to the hedger is to enter into a "forward" 
contract witii the foreign-exchange department of a bank. In theory, 
there is little difference between a forward contract and a futures con­
tract. As a practical matter, however, tiiere are some considerable differ­
ences. For example: 

1. Regulation — The forward market is self-regulating; the futures 
market is regulated by the Commodity Futures Trading Commission. 

2. Price fluctuations — The forward market has no daily limit on price 
fluctuations; the futures market has a daily limit imposed by the exchange. 

Don B. Panton and O. Maurice Joy are faculty members at the University of 
Kansas. Research for this paper was supported in part by the University of Kansas 
School of Business Research Fund. The paper was written in 1976 and has been 
reprinted with the permission of The Journal of Business Research. 
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3. Frequency of delivery — More than 90 percent of forward contracts 
are settled by actual delivery; less than 1 percent of the IMM futures 
contracts are settled by delivery. 

4. Accessibility; Size of contract — Individually tailored contracts in 
the forward market tend to be much larger than the standardized contract 
on the futures market. 

Each market offers some advantages not available in the other. Since 
the forward market has enjoyed recent examination,1 we direct our study 
to the relatively neglected IMM futures market. 

A currency futures contract is an agreement to buy and receive or to 
sell and deliver a quantity of a specified currency at a future date. The 
exchange rate that will be in effect at that future date, for the purposes of 
the futures contract, is determined at the time of contract acceptance. 
This "contract price" or futures price is binding on both parties to the 
agreement. Since the currency futures contract represents an example of 
a zero-sum game (at least in terms of monetary reward), except for 
transaction costs, any gains reaped by one of the two parties to die trans­
action are the losses of the other party. 

As indicated, we are concerned with three empirical questions in this 
paper. The first is a test of the interest rate parity theorem, which main­
tains diat, in die absence of transaction costs and exchange accessibility 
restrictions,2 the following relation3 must hold: 

Fi = Si(l + H)/{l + n) (1) 

where F» = futures price of one unit of foreign currency i, quoted in 
units of die domestic currency 

Si = spot price of one unit of foreign currency i, quoted in units of 
the domestic currency 

rd = present domestic interest rate on risk-free instruments widi 
maturity equal to diat of the relevant futures contract, and 

Ti = present interest rate in foreign country i on risk-free instru­
ments with maturity equal to diat of the relevant futures 
contract. 

'See , for example: Kohlhagen (1975), Giddy and Dufey (1975), Kaserman 
(1973), and Brown (1971). 

1 Exchange accessibility restrictions include all capital movement prohibitions 
contemporaneous with the initial contracting and the risk of the imposition of any 
such restrictions during the remaining life of the contract. 

"See, for example, the discussions in Sharpe (1978), and Rodriguez and Carter 
(1976). Some may object to the causal relationship implied by Equation 1. We rec­
ognize that the equilibrating process permits simultaneous adjustment of all four 
variables. However, interest rates are not particularly sensitive to foreign arbitrage 
operations; rather, they are predominantly determined by domestic transactions and 
monetary policies. Similarly, spot rates are most influenced by trade demands and 
government influences. 
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In our study, die domestic country is the United States. Proponents of 
this theory argue that if interest rate parity did not hold, riskless arbitrage 
transactions would be possible. The theory yields a succinct linking of 
the futures price widi three explanatory variables; no variables other 
than the spot price and two interest rates are recognized as having any 
direct effect whatsoever.4 

The second question addressed in this study is directed at the relation 
between the magnitudes of: 1) contract prices for currency futures prior 
to maturity, and 2) contract prices for the same obligations on the last 
day of trading for that specific contract. If the futures price on a currency 
contract is determined to be systematically greater or less than the con­
tract price which occurs on die last day of trading, we shall conclude 
that a bias exists. Thus, our definition of bias is a tendency of the cur­
rency contract price observed prior to the last day of trading to deviate 
systematically in one direction from the contract price on the last day of 
trading. In an economic environment where international cash flows are 
increasingly prominent, knowledge of a contract price bias in currency fu­
tures is important to several groups. Financial officers of corporations that 
have a policy of avoiding exchange-rate risk may wish to re-examine diat 
policy if die costs of hedging in currency futures outweigh die benefits. 
Speculators who require an expected return as payment for absorbing 
variance are interested in determining die magnitude of any possible re­
turn bias and whedier diat bias exists on the long or short side of the 
futures transaction. 

Then, we summarize the rate of return evidence on I M M futures con­
tracts diat has accumulated since origination of this market. That section 
of the paper is purely descriptive of investor experience over the study 
period. 

The next section of the paper discusses die data employed. The follow­
ing section is devoted to methodology and presentation of results, and die 
last section summarizes die paper. 

DATA 

The primary data used in this study consist of tiiree sets of observations 
covering the period June 18, 1972 to December 15, 1976. These data — 
futures prices, spot prices, and open-market interest rates — are described 
in detail below: 

4Frenkel and Levich (1975) concluded that, during the period 1962-1967, em­
pirical data were consistent with the interest rate parity theorem and that covered 
interest arbitrage did not permit profit opportunities. 
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A. Futures prices. The eight foreign currencies represented in the study 
were: 

1. British pound (BP) 
2. Canadian dollar (CD) 
3. German mark (GM) 
4. Dutch guilder (DG) 
5. French franc (FF) 
6. Japanese yen (JY)) 
7. Mexican peso (MP) 
8. Swiss franc (SF) 

The futures quotes were settlement prices at five points in die lives of 
die futures contracts: contract maturity; and twelve months, nine 
mondis, six montiis, and tiiree months prior to contract maturity. All such 
dated settlement prices were supplied by die Chicago Mercantile 
Exchange. 

B. Spot prices. These exchange prices were noon selling rates in New 
York for cable transfers, collected from issues of the Wall Street Journal. 
The dates of die spot-exchange prices correspond to diose of die forward 
prices in (A). 

C. Interest rates. These are open-market rates on low-risk debt instru­
ments in the U.S. and in six foreign countries. In die cases of Canada, die 
United Kingdom, and die Nedierlands, these yields were based upon 
average returns on three-month treasury bills. The figures for West Ger­
many were based upon average returns on 60- to 90-day treasury bills; 
yields for France and Japan were average money market rates for securi­
ties maturing in less dian one year. Interest rate data on die U.S., Canada, 
die United Kingdom, West Germany, and die Nedierlands were collected 
from monthly issues of the Federal Revenue Bulletin; interest rate data 
on France and Japan were collected from mondily issues of International 
Financial Statistics. 

This particular portion of our primary data — diat is, interest rates in 
the foreign countries — is, admittedly, somewhat lacking in precision. 
First, the foreign rates are monthly averages, not daily quotes. We would 
have preferred to have had the rates which were available on die cor­
responding days of the futures quotes in (A). Second, for the most part, 
interest rate yields in the foreign countries were for instruments having 
one specified maturity — usually three months. Optimally, a test of die 
interest rate parity theorem calls for yields on risk-free securities having 
maturities corresponding perfectly witii those of the futures contracts in 
(A). 
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EMPIRICAL EVIDENCE 

The Interest Rate Parity Theorem 

The interest rate parity theorem maintains that, in equilibrium, the for­
ward-exchange price for currency i, die spot price for currency i, the 
domestic interest rate, and the foreign interest rate are related according 
to Equation 1 in die previous section. When Equation 1 is satisfied, 
diere exist no profit opportunities from covered interest arbitrage. Strictly 
speaking, however, the theory requires that there be zero transaction costs 
and no access restrictions to exchange-rate markets eidier now (at initial 
contract time) or in the future (during contract life). Observed, sig­
nificant deviations from the interest rate parity theorem would indicate 
that tiiere are substantial transaction costs, governmental controls6 to mar­
ket access, a time differential between observing a profit opportunity and 
executing the arbitrage activity, differential tax treatments,6 or inexact 
interest rate and spot-exchange-rate data. 

If the interest rate parity theorem holds, we would expect to see close 
congruence between actual (observed) futures prices traded on the I M M 
and predicted futures prices, where the prediction is via the interest rate 
parity dieorem. 

Let AF'»,*; = actual I M M futures price of currency i contract with k 
months remaining until contract maturity 

PFi>le = predicted I M M futures price of currency i contract widi k 
mondis remaining until contract maturity.7 

then the interest rate parity theorem says: 

Mi.fc = 0 
where «{,» = AFi^ — PFi.ie-

If «i,fc is significantly different from zero, tiien there must be either sub­
stantial transaction costs associated with exchange or debt markets or 
there must be important accessibility blockages or risk of future blockage. 

Table 1 presents evidence regarding the magnitude of these differences. 
Data are presented for only six of the eight foreign countries. Mexico and 
Switzerland were excluded because we were unable to find a series of 
weekly quotations for interest rates meeting the following two conditions: 
1) die series covered die entire period of the study, and 2) die yields 

"Exchange restrictions in effect during the period 1972-1976 are detailed in 
the Twenty-Third through the Twenty-Sixth Annual Report on Exchange Restric­
tions, published by the International Monetary Fund. 

• See, for example, Aliber (1973), and Frenkel (1973). 
' PF is determined by Equation 1. That is, 

P « . . - * ( l + ^ ) / ( l + ^ - ) . 
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TABLE 1 
DEVIATIONS OF OBSERVED FUTURES EXCHANGE RATES [AFi,t] FROM PREDICTED FUTURES 

EXCHANGE RATES [PFt,t], BASED ON THE INTEREST RATE PARITY THEOREM 

Ui,h = AFi,k - PFi.t 

Currency 

British pound 

Canadian dollar 

German mark 

French franc 

Japanese yen 

Dutch guilder 

Number of 
Observations 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 
13 
15 
14 

10 
13 
13 
14 

11 
16 
15 
14 

5 
6 
6 
6 

7 
8 

10 
12 

7 
10 
9 

10 

Mean 
Dif­

ference 
(1) 

- . 0407 
- . 0302 
- . 0237 
- . 0 1 8 6 

- . 0 0 6 6 
- . 0 0 2 0 
- . 0 0 0 7 

.0003 

- . 0 0 0 9 
.0014 
.0014 
.0007 

.0013 

.0026 

.0018 
- . 0031 

.0001 

.0001 

.0001 

.0000 

- . 0 0 4 3 
- . 0 0 3 0 
- . 0 0 2 3 
- . 0 0 0 3 

Standard 
Deviation 
of Mean 

Difference 
($) 

.0077 

.0070 

.0054 

.0042 

.0033 

.0026 

.0012 

.0006 

.0016 

.0013 

.0012 

.0009 

.0025 

.0021 

.0018 

.0022 

.00007 

.00004 

.00006 

.00003 

.0022 

.0017 

.0015 

.0010 

t 

- 4 . 4 3 

.50 

.78 

- 1 . 4 1 

.00 

- . 3 0 

were on short-term, government-backed securities. As illustrated by die 
t values8 in Table 1, the mean deviation is significantly different from 
zero (at the 5-percent a-level) only in the case of the three-month9 fu­
tures contract on the British pound. This evidence implies that, in the 

8 Mean difference = *iu = E "•'. */"> where n is sample size. 

Standard deviation of mean difference = «-,, = aa/nii — 

[E(«<.»-"»)V(n-l)]a/nH. 
t = A"u/<V 

"No statistical tests are offered for the 6-, 9-, and 12-month futures since these 
observations cover overlapping time periods and are thus not independent. 
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case of the pound, futures prices derived through use of the interest parity 
theorem were systematically greater than observed futures prices. 

Thus far we have only tested one implication of die interest rate parity 
tiieorem, namely, that die mean difference between actual and predicted 
futures prices is zero. Strictly speaking, that is not a sufficient test of die 
interest rate parity theorem. A test of mean difference is not sufficient 
because the actual arbitrage mechanism works with respect to individual 
contracts. Thus, there may be no statistical difference across all contracts, 
but there may be profitable arbitrage opportunities in one or more in­
dividual contracts. A more exhaustive test of the interest rate parity 
theorem would entail an analysis of each pair of actual and predicted 
prices. 

Whereas even one instance of a discrepancy between actual and pre­
dicted futures prices would, in theory, refute the validity of the interest 
rate parity theorem, in actuality, the magnitude of any observed devia­
tions must be compared with realistic transaction costs that are neces­
sarily incurred in covered-interest arbitrage operations. That is, the exis­
tence of transaction costs implies that deviations of acual futures prices 
from predicted prices may be unimportant, if such deviations are cir­
cumscribed within the dimensions of the transactions "band" about die 
interest rate parity theorem predictions. 

It is difficult to be precise with regard to die magnitude of total trans­
action costs in currency futures trading. However, commission costs (ap­
proximately $45 for a round trip) plus foregone interest on security de­
posit funds may justify a transaction costs band of approximately 85 
percent of die spot value of currency represented in the futures contract.10 

As shown in Table 2, we observed several points which lay outside this 
band. In fact, a few contract prices deviated from die interest rate parity 
line by nearly 5 percent of the monetary value of the contract unit. 
Clearly, tiiese deviations are not consistent with the pure interest rate 
parity theorem, modified only by the introduction of transaction costs. 
We are not certain of the exact cause of observed points outside the 
transaction costs band. Extreme deviations from the interest rate parity 
line could result from many factors: differential tax treatment, govern­
mental controls, time differential between observing a profit opportunity 

10 This calculation assumes an interest rate of 8 percent per year, a security 
deposit of 10 percent of the spot value of the contract unit, and a. dollar value of 
approximately $80,000 for the contract unit. At best, the transaction costs estimates 
are extremely crude, not only because of the explicit assumptions about interest 
rate levels and dollar value of the contract, but also because the spot prices used 
are only "asked" prices, and because we implicitly presume diat transactions can 
be achieved at die stated spot price, which is a 3:00 P.M. Eastern time zone price. 
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TABLE 2 
FREQUENCY DISTRIBUTION FOR ABSOLUTE VALUES OF DEVIATIONS OF OBSERVED 

FUTURES EXCHANGE RATES [AF ( , ,] FROM PREDICTED FUTURES EXCHANGE RATES 
[PFi.*], EXPRESSED AS PERCENTAGES OF CURRENCY SPOT PRICES [SPi] 

yi.k = \UFi,h-PFi,lc]/SPi\ 

Currency 

British pound 

Canadian dollar 

German mark 

French franc 

Japanese yen 

Dutch guilder 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

Number of 
Observations 

12 
13 
15 
14 

10 
13 
13 
14 

11 
16 
15 
14 

5 
6 
6 
6 

7 
8 

10 
12 

7 
10 
9 

10 

< 1 

4 
6 
6 

10 

7 
10 
13 
14 

7 
10 
10 
10 

2 
1 
1 
2 

1 
5 

2 
4 
6 
8 

Percentages 

7 
1-3 

6 
7 
9 
4 

3 
3 

4 
4 
4 
4 

3 
4 
4 
3 

1 
3 
4 
5 

4 
5 
3 
2 

> 3 

2 

2 
1 

1 
1 
1 

6 
5 
5 
2 

1 
1 

and executing the appropriate arbitrage activity, and inexact interest rate 
and spot-exchange rate data. Of course, the deviations may also be a 
product of measurement errors associated witii our data, as discussed 
earlier. 

Our conclusions for this portion of the study are mixed. In most cases, 
the means of deviations from the interest rate parity line are not signifi­
cantly different from zero; however, some individual futures prices de­
viate from die interest rate parity line by more than can be explained witii 
die presence of crudely estimated transaction costs. 
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Characteristic Biases 

A characteristic bias is said to exist if futures prices are systematically 
higher or lower than the prices of the contract immediately before 
expiration. 

In the case of seasonal products, several researchers11 have concluded 
that a bias exists in favor of the long side of futures contracts. This bias 
is sometimes "explained" as necessary inducement to speculators who 
are relieving hedgers of burdensome risk. However, in the case of cur­
rency futures, the assumption that relates die dichotomous classifications 
(hedger-speculator and long side-short side) is less easily justified. Ameri­
can importers of Swiss watches need hedge protection; so do Swiss im­
porters of American machine tools. 

If international trade were not in perfect balance, some countries could 
have net demands for speculators' services. Any effects upon futures 
prices (via a discount or premium), however, would necessarily be limited 
to die extent permitted by deviations from the assumptions of the interest 
rate parity theorem. 

Although we would like to address die question, "Are futures prices 
systematically less than or greater tiian expected future spot prices?", our 
data do not permit us to do so. The expectations tiieory deals with ex ante 
future spot prices, whereas our empirical test has been applied to ex post 
data. Anticipated and realized future spot prices will not necessarily be 
equal except in a world of perfect certainty. Since we do not possess ex-
pectational data, our examination must be confined to addressing the 
question, "During the period covered have futures prices been systemati­
cally less than or greater than realized spot prices at contract maturity?"12 

Thus, we do not directly examine die expectations hypothesis. 
Let AF'i,0 = settlement price for currency i contract on the day the 

contract expires. If there is no characteristic bias, then 

£[8i,J = 0 
where Si,* = AFijk — AFii0. 

Evidence related to the characteristic bias issue is presented in Table 
3. Mean differences and standard deviations of mean differences are 
shown for three-month futures in all eight currencies.13 As before, the t 

" S e e Gray (1960, 1961) and Houthakker (1957), and Cootner (1960) for 
examples of discussions regarding bias in grain futures. 

I2Kohlhagen (1975), and Giddy and Dufey (1975) addressed this question using 
bank forward data. Kohlhagen's data represented the period 1973-1974; Giddy and 
Dufey's data covered two periods: 1919-1925 and 1971-1974. Neither study found 
the forward rate to be a biased predictor of the future spot rate. 

18 See Footnotes 8 and 9. 
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statistic provides an indication of any departure from zero characteristic 
bias. In only one instance — the Mexican peso — is die mean difference 
significantly different from zero at the 5-percent level of significance. The 
peso result is inconsistent with the view that there were no important 
characteristic biases in the eight exchange rates during the period studied. 
I t appears diat the traders in peso futures may have expected a devalua­
tion against the dollar during the period covered by our data. T h e de­
valuation, however, did not come until September, 1976. 

Rates of Return on Futures 

The last issue we address concerns the realized rates of return that inves­
tors would have experienced from "buying" futures contracts in currency 
i with k months remaining life and then "selling" the contract on matur­
ity. In Equation 2, we define this observed annualized return as RRi,*. 
The required security deposit was assumed to be 10 percent of the mone­
tary value of the contract trading unit, based upon the current futures 
price: 

Results from Equation 2 are shown in Table 4. 

We shall not attempt to explain or ex post rationalize the return distribu­
tion statistics given in Table 4 ; rather, we will attempt only to identify a 
few salient factors. In the cases of the French franc, the Japanese yen, 
the Canadian dollar, and the Dutch guilder, the signs of mean returns are 
mixed; none of these mean returns was significantly different from zero. 
Returns to the holders of long sides in futures contracts on Mexican pesos, 
German marks, and Swiss francs were positive; however, only the mean 
return on three-month peso contracts was significantly different from 
zero. Returns to the holders of long sides in British pounds were negative, 
but not significantly different from zero. 

Whether the distributions of returns in futures contracts are tempo­
rarily stable is not known. The summary statistics in Table 4 are, for the 
most part, offered only as an early look at historical returns to market 
participants, and as a basis for comparisons with future investigations of 
ex post returns. 

14 In July, 1976, me initial security deposit varied from $1,500 for die Canadian 
dollar (approximately 1.5 percent of the value of the contract unit) to $8,000 
for the Mexican peso (approximately 10 percent of die value of the contract unit) . 

15 Grubel (1965) also assumed a 10-percent margin. 
16 Multiplying by (12/fc) approximately annualizes the rate of return, and multi­

plying by 100 puts the result in percent units. 
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TABLE 3 
DEVIATIONS OF OBSERVED FUTURES EXCHANGE RATES [AF,,*] FROM REALIZED SPOT 

RATES AT MATURITY [AFi>0] 
k.k = AFi,k -AFi,0 

Currency 

British pound 

Canadian dollar 

German mark 

French franc 

Japanese yen 

Mexican peso 

Swiss franc 

Dutch guilder 

] Number of 
Observations 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 
13 
15 
14 

10 
13 
13 
14 

11 
16 
15 
14 

5 
6 
6 
6 

7 
8 

10 
12 

12 
12 
13 
13 

13 
14 
14 
14 

7 
10 
9 

10 

Mean 
Dif­

ference 
(!) 

.0471 

.0486 

.0207 

.0082 

.0168 

.0128 

.0029 
- . 0008 

- .0001 
- .0096 
- .0062 
- .0029 

.0080 

.0083 

.0026 
- .0027 

.0001 

.0001 

.0000 
- . 0000 

- . 0024 
- . 0 0 2 3 
- .0018 
- .0011 

- .0274 
- .0215 
- .0144 
- . 0 0 7 3 

- . 0037 
.0043 
.0037 
.0028 

Standard 
Deviation 
of Mean 

Difference 
(I) 

.0528 

.0482 

.0422 

.0296 

.0086 

.0055 

.0083 

.0053 

.0144 

.0112 

.0100 

.0070 

.0119 

.0086 

.0105 

.0071 

.00011 

.00011 

.00006 

.00006 

.0006 

.0006 

.0005 

.0003 

.0103 

.0100 

.0086 

.0060 

.0137 

.0103 

.0117 

.0062 

t 

.28 

- . 1 5 

- . 4 1 

- . 3 8 

- . 0 0 

- 3 . 6 7 

- 1 . 2 2 

.45 
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TABLE 4 
RETURNS TO LONG SIDES OF CURRENCY FUTURES CONTRACTS, COVERING 

THE PERIOD JUNE 18,1972 TO MARCH 16,1976 

AFi,0-AFi,k 
RRi. -V {.l)AFi,k •-W)H 

Currency 
Number of 

Observations 
Mean 

Percent 

Standard 
Deviation 
Percent 

British pound 

Canadian dollar 

German mark 

French franc 

Japanese yen 

Mexican peso 

Swiss franc 

Dutch guilder 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 month 
9 month 
6 month 
3 month 

12 
13 
15 
14 

10 
13 
13 
14 

11 
16 
15 
14 

5 
6 
6 
6 

7 
8 

10 
12 

12 
12 
13 
13 

13 
14 
14 
14 

7 
10 
9 

10 

-21 .22 
- 2 8 . 7 3 
-19 .91 
-17 .91 

- 1 6 . 3 9 
-16 .36 
- 4 . 8 0 

3.71 

10.38 
48.18 
47.89 
44.73 

- 2 8 . 3 4 
-42 .56 
- 1 2 . 8 8 

57.78 

- 3 5 . 3 8 
-24 .51 
- 0 . 5 0 
19.48 

31.69 
39.58 
47.92 
57.29 

94.29 
100.87 
100.53 
100.89 

13.35 
-10 .82 
- 1 2 . 1 5 
- 2 4 . 2 2 

24.05 
28.48 
38.40 
51.85 

8.43 
10.51 
16.67 
21.15 

40.07 
44.93 
55.87 
73.04 

68.36 
62.12 

106.04 
125.54 

33.00 
32.46 
41.89 
59.22 

8.44 
10.54 
13.50 
17.08 

32.97 
42.16 
53.87 
73.24 

35.90 
34.52 
59.59 
62.34 

.35 

.18 

.61 

.46 

.33 

3.35 

1.37 

.39 
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SUMMARY 

We have addressed three separate issues in this paper. First, we compared 
observed IMM futures prices with prices predicted by the interest rate 
parity theorem. In the case of the British pound, we found a systematic 
tendency for observed futures prices to be less than futures prices pre­
dicted via the interest rate parity tiieorem. Also, some individual contract 
prices for the German mark, the French franc, and die Japanese yen 
deviated from die interest rate parity line by much more than could be 
explained by the presence of transaction costs alone. Second, we in­
vestigated the question of any characteristic bias in futures prices. Three-
month contracts on the Mexican peso exhibited a significant difference 
between futures price and spot price at contract maturity. We attribute 
this peso bias to expectations of a devaluation, which, in fact, occurred 
soon after the time period represented in our data base. Last, we presented 
some preliminary rate of return data on IMM futures contracts. 
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An Assessment of Forecasting Accuracy 
and Market Efficiency in the International 
Money Market: 1967-1975 
Richard M. Levich 

For 20 years, a substantial research effort has been directed toward 
developing and testing the efficient market hypothesis. Stated simply, an 
efficient market is one "in which prices always 'fully reflect' available 
information" (Fama, 1970). Investors collect and process information 
in order to assess the value of an asset. Trading occurs so that market 
prices continuously reflect the information set; as a consequence, unusual 
profit opportunities are quickly eliminated. 

The main laboratory for testing the efficient market hypothesis has been 
the market for financial claims (primarily equities) in the United 
States.1 The motivation for research presented in this paper is to test die 
efficient market hypothesis on a uniform set of data from the international 
money market. Stated in this manner, die hypothesis is too general for 
empirical testing. Therefore, two more specific hypotheses are formu­
lated :z 1) prices of particular financial claims imply accurate and consis-

Richard M. Levich is a faculty member at New York University. This paper was 
written in 1976, and relies heavily on chapter seven of Dr. Levich's doctoral dis­
sertation. He wishes to acknowledge discussions with Robert Z. Aliber, Jacob 
Frenkel, Charles Nelson, Rudiger Dornbusch, Arthur Laffer, and Myron Scholes 
and additional support from the Oscar Meyer Foundation, New York University, 
and the Federal Reserve System. A condensed version of this paper appears in The 
Economics of Exchange Rates, Jacob A. Frenkel and Harry G. Johnson (eds.), 
Reading, Massachusetts: Addison-Wesley, 1978. 

1 For a survey of die efficient markets literature see Fama (1970, 1976). Surveys 
with special reference to international financial markets are in Kohlhagen (1978), 
and Levich (1978). 

2 A more fundamental hypothesis is uiat unusual profit opportunities in covered-
interest arbitrage are quickly eliminated. This hypotiiesis is more fundamental in 
the sense that efficiency here rests on the relatively simple process of policing a 
boundary condition; all inputs for this single period model are known with cer­
tainty. Earlier research reported by Frenkel and Levich (1975, 1977) indicates 
Uiat when transaction costs are included and the financial assets are comparable in 
terms of risk, unusual arbitrage profits are quickly eliminated. I t is therefore ap­
propriate to test hypotheses which consider uncertainty. 
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tent forecasts of future spot-exchange rates; and 2) unusual speculative 
profits should not be earned by investors who use exchange-rate forecasts 
based on publicly available information. 

The first hypothesis assumes that prices reflect information. Since 
investors' expectations of the future spot-exchange rate are part of the 
information set, observed prices of spot rates, forward rates, and interest 
rates, for example, should reflect the market's consensus estimate of the 
future spot rate. A test of this hypothesis can be based on the statistical 
properties of exchange-rate forecasts implied by market prices. Under the 
null hypothesis that the international money market is efficient, these 
statistical properties should agree with our theoretical expectations. 

The second hypothesis considers the usefulness of exchange-rate fore­
casts based on publicly available information. One risky investment op­
portunity is speculation in forward contracts. Market efficiency suggests 
that publicly available forecasts of the future spot rate should not lead 
to unusual profits in forward speculation. 

These ideas are definitely not new. Statements describing the speed 
of foreign exchange traders and the efficiency of foreign exchange mar­
kets can be found in Ricardo (1811), Goschen (1862), and Walras 
(1874). This paper applies a thorough statistical analysis on a large, uni­
form data base covering nine major industrial countries in the sample 
period 1967-75. 

Overall, this research suggests we cannot reject eitiier hypothesis. 
First, although exchange-rate forecasts based on market prices are not 
perfect, they do display many statistical properties consistent with effi­
cient use of available information. Second, publicly available forecasts do 
not lead to unusual profits in forward speculation. This research, there­
fore, cannot reject the hypothesis that the international money market 
is efficient. 

STATISTICAL METHODS AND EXCHANGE-RATE FORECASTING 

One approach to the exchange-rate forecasting problem is to specify 
a structural model of the economy.3 If the spot rate can be expressed as 
a function of lagged endogenous and exogenous variables, and if forecasts 
of the future values of the exogenous variables are available, tiien a con­
ditional forecast of the future spot rate can be generated. 

Alternatively, forecasting can rely on principles associated with spot 
and forward currency speculation. An early statement that the interest 
rate differential between assets denominated in two currencies should 

8 Alternative models of exchange-rate determination are described in Bilson 
(1978),Dornbusch (1976), Frenkel (1976), and Hodrick (1978). 
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reflect anticipated exchange-rate changes is associated with Irving Fisher 
(1896).* The basic thrust of Fisher's analysis is that in order for the asset 
market to clear, investors demand a higher nominal return on assets de­
nominated in a (relatively) depreciating unit of account; investors ac­
cept a lower nominal return on assets denominated in a (relatively) ap­
preciating unit of account. In a world of certainty, the market's implied 
one-period ahead forecast of the spot rate is given by: 

St+i-=Si(l.+ ri)/(V.+ rf) (1) 

where St = spot-exchange rate (in domestic currency per unit foreign 
currency) at time t, 

r<j = one-period interest rate on domestic currency asset, 
Tf = one-period interest rate on foreign currency asset. 

Equation 1 represents a great simplification; to forecast the future 
spot rate we need only two inputs — the two interest rates. The cost is 
that we no longer see how underlying economic variables affect the ex­
change rate. Implicitly, we are acting as though Equation 1 is the re­
duced form equation for the spot rate in a correctly specified structural 
model; thus, markets are assumed to be efficient processors of information 
on exchange-rate expectations.6 

In the case where interest rate parity holds, spot speculation and for­
ward speculation are equivalent investments.6 Equation 1 can then be 
rewritten as: 

St+1 = Ft (2) 

where F = one-period forward rate at time t. The formulation assumes 

4 Fisher presents data for die period 1865-1895 on Indian debt, partly denomi­
nated in silver, and pardy denominated in gold. Interest on die silver bonds is 
paid by draft on India (in rupees) and interest on die gold bonds is paid in gold. 
Both securities are traded in London. Fisher also presents a matching time series 
on rupee exchange rates. He concludes: 

From 1884 exchange fell much more rapidly than before, and the differ­
ence in die two rates of interest rose accordingly, amounting in one year to 
1.1 percent. Since the two bonds were issued by the same government, 
possess the same degree of security, are quoted side by side in the same market, 
and are in fact similar in all important respects except in the standard in 
which they are expressed, the results afford substantial proof that die fall of 
exchange (after it began) was discounted in advance. Of course, investors 
did not form perfectly definite estimates of die future fall, but die fear of a 
fall predominated in varying degrees over the hope of a rise (p. 390 emphasis 
added) . 
5 For a further elaboration of die role of expectations, see Bilson (1978), Mussa 

(1976), and Stockman (1978). 
"A proof of the statement assuming uncertainty is in Tsiang (1959), p. 86-92. 
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that the forward market efficiently reflects information on exchange-rate 
expectations.7 

Equations 1 and 2 assume a world of certainty and no transaction costs. 
When transaction costs exist, the forecast-point estimate becomes a neutral 
band witii upper bound (U) and lower bound (L) given by: 

U=S,+i/Q 

L = QiS^ + i 

where Q = II (1 — U) 
i = i 

ti = cost of transaction i 

and n is the number of transactions required to take the speculative po­
sition. Therefore the presence of transaction costs may lead to forecast 
errors even under perfect foresight and rational behavior. 

If market forces are efficient in assessing information about the future 
spot-exchange rate, then a large fraction of sample observations should 
be bounded by the neutral band. In tiiis case, we will not reject hy­
pothesis one. However, if die fraction of observations bounded is low, 
there are two alternative conclusions. First, it may be that market par­
ticipants are inefficient in processing exchange-rate expectations. Second, 
it may be that Equations 1 and 2 are not the correct reduced-form 
models of exchange rates which market participants use to set prices. This 
conundrum is common to any data which reject market efficiency and 
empirically, there is no technique for distinguishing die correct conclusion. 

When uncertainty exists, forecast errors may arise because unantici­
pated events occur after the forecast is formulated. In tiiis case, Equa­
tions 1 and 2 should be modified to include an error term, «j+i. If the 
mean of the error term is zero, the forecast is unbiased. Furtiiermore, if 
the market is efficient, the error terms will be serially uncorrelated. 

However, forecasts can be biased with a non-zero mean error term8 — 
the existence of bias does not necessarily imply market inefficiency. Equi­
librium expected returns could be set so that the compensation for bearing 
exchange risk is non-zero. 

Another explanation for bias is currency preference (Aliber, 1973). The 
currency preference argument is that there may be a convenience or other 
non-pecuniary yield associated with a currency. For example, a London 
importer (who is risk averse) may hold dollar balances to lessen exposure 

'There is substantial literature to support this assumption. For example, Work­
ing (1961) argues that "Futures prices tend to be highly reliable estimates of what 
should be expected on die basis of contemporarily available information..." 

"For a theoretical description of the sources of bias, see Stockman (1978). An 
alternative explanation based on international portfolio theory is in Solnik (1973). 
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to exchange risk and to reduce transaction costs from trading in and out 
of sterling. A U.S. investor may hold Swiss franc assets to benefit from 
anonymity in the Swiss banking system. In both examples, the nominal 
interest rate does not adequately measure the desirability of tiiese assets 
for investors. 

The empirical evidence on forecasting bias in Equations 1 and 2 is 
mixed.9 The issue will be examined again in tiiis paper. 

Another approach to forecasting which uses market data is based on 
time-series analysis.10 In an efficient market, the price of spot exchange 
itself will reflect the information set. If the underlying factors determining 
exchange rates are generated by a stationary process, the time-series de­
scription of the spot rate may be useful for forecasting. One possible de­
scription of the spot series is a random walk model with zero drift which 
leads to die forecast: 

St+i = St (3) 

Note that the random walk description of the exchange rate is not the 
only model consistent witii market efficiency. Equation 3 was selected be­
cause it is a naive model that may have been postulated by market par­
ticipants during tiiis period.11 

The Data Base 

The data for,this paper are taken exclusively from the Harris Trust and 
Savings Bank of Chicago's Weekly Review. Data for nine countries 
(Canada, United Kingdom, Belgium, France, Germany, Italy, the 
Netherlands, Switzerland, and Japan) and the United States are reported. 
End-of-week bid quotations from the interbank market are reported for 
the spot rate, the forward premium, die domestic treasury bill rate and 
the external or Euro-currency deposit rate. All quotations reported as a 
percent per annum are converted to their per period equivalents.12 

'Fisher (1896) observed that a 0.2 to 0.3 percent interest rate differential be­
tween gold and silver assets existed, even when the exchange rate was unchanged. 
A re-examination of these data (Levich, 1977) indicates that, under die 25 year 
sample period, the null hypothesis diat die error terms have mean zero and are 
serially uncorrelated cannot be rejected. For evidence on other periods see Kohl-
hagen (1975), Bilson (1976), and Frenkel (1977). 

10 For an explanation of time-series estimation methods, see Box and Jenkins 
(1970), and Nelson (1973). For a comprehensive analysis of the determination of 
exchange rates implementing a time-series analysis approach, see Hodrick (1978). 

11A time-series analysis of weekly spot-exchange rates over the period 1973-
1975 indicates that the strict random walk model is valid only for the Italian 
lira and the Swiss franc. However, the precise time-series specification could only 
be learned using in-sample observations. See Levich (1977). 

MFor a discussion of the problems introduced by using annualized data in 
models of a shorter horizon, see Frenkel and Levich (1975, 1977). 
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Forecasts of the future spot-exchange rate, S(i, j , k, I), in U.S. dollars 
per foreign unit are generated for: i = 1 , . . . 9 countries; j = 1 , . . . 4 
forecasting models; k = 1 , . . . 3 forecasting horizons; and I = 1 , . . . 
430 weekly observations. The four forecasting models are: Model la 
using treasury bill rates (Fisher domestic); Model lb using Euro-currency 
deposit rates (Fisher external); and Models 2 and 3. 

The 430 weeks cover the period January 3, 1967 to May 9, 1975. Fore­
casting horizons analyzed are one, three, and six months. These horizons 
are consistent with die maturity of interest rates and forward contracts in 
the data base. However, since the Weekly Review is published weekly, 
forecasting horizons must be translated to 4, 13, and 26 weeks. For ex­
ample, today's one-month forward rate is compared to the spot rate 4 
weeks from today. The three- and six-month forward rates are compared 
to spot rates 13 and 26 weeks in the future. This compromise may in­
crease the magnitude of forecast errors at the one-month horizon. For 
the three- and six-month horizon, the effect should be small. 

Percentage forecast errors, et, are calculated using: 

et — {St + n St + n) /St + n-

Therefore, positive (negative) forecast errors indicate underestimation 
(overestimation). Note also that the forecast errors are subscripted for 
time t — the time when the forecast was made. Therefore, when forecasts 
are aggregated over some time period, say 1974, the summary statistics 
describe errors of forecasts which were formulated in 1974. 

In the case of missing observations, the forecast is omitted. Data points 
are not interpolated or estimated using other sources. Missing observations 
sometimes occurred because an exchange "crisis" forced official markets 
to close. At other times, the Harris Trust and Savings Bank of Chicago 
observed that no single number could adequately represent the hectic 
trading observed during the day.13 Omitting observations of this type does 
not bias the results in any apparent way. 

For all countries, methods and horizons for which data are available, a 

13 For example, in die week ending November 21, 1967 a number of forward 
quotations were omitted. The Weekly Review commented, "The foreign exchange 
markets this week were steadier and more real than they have been since the de­
valuation of the Pound Sterling on November 18. The forwards, however, were 
still quoted rather than traded." On March 1, 1968 most forward quotations were 
omitted witii the warning "die Forward Market was too erratic for a meaningful 
quotation." A number of quotations were omitted for the week of March 18, 1968 
when the two-tier gold system was introduced. Finally, during the week ending 
November 22, 1968, the Weekly Review reported that most forward prices were 
"by negotiation." They commented: "The markets were nervous as the week 
opened and became chaotic by T u e s d a y . . . by Wednesday the major European 
foreign exchange markets were closed and remained closed for the week." 
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forecast and percentage forecast error is calculated. If all the data for 
all 430 weeks were available, we could construct 426 four-week-ahead 
forecasts, 417 13-week-ahead forecasts, and 404 26-week-ahead forecasts 
for each of the nine countries and four forecasting methods, for a total 
of 44,892 forecasts. Because of missing observations (mainly one- and six-
month domestic interest rates), the number of forecasts actually con­
structed is 37,393. 

STATISTICAL PROPERTIES OF FORECAST ERRORS 

Forecasting Performance and Forecasting Model 

The forecasts diat were generated can be analyzed across the four al­
ternative models. Table 1 displays the mean squared error (MSE) sta­
tistic for each model. Table 1 indicates diat, given the currency, time 
period, and horizon, the MSE is similar across models. Considering die 
entire sample period, Table 1 also shows that there is little difference 
among die models. For all 27 country-horizon episodes, the average ratio 
of die highest MSE to the lowest MSE is 1.05. Therefore, in their overall 
performance, the models are very similar. 

Nevertheless, for most countries, the model that produces the lowest 
MSE at one horizon also produces the lowest MSE at otiier horizons. For 
example, the Fisher external model leads to the lowest MSE forecast for 
Germany, the Netherlands, and Switzerland. For Belgium, France, and 
Italy, die lagged-spot forecast leads to the lowest MSE at all horizons. 
One interpretation of tiiis result is that markets are integrated across 
maturities. For example, investors in external security markets collect 
information about exchange-rate changes. They set prices so that die 
term structure of relative interest rates reflects their term structure of ex­
change-rate expectations. If their expectations about one horizon are 
correct, internal consistency of prices suggests they may be correct about 
other horizons. In this sense, many models may be "horizon blind" — tiiey 
work well regardless of forecast horizon. 

This does not necessarily mean that a model is "time blind." The 
model that produces the lowest MSE in the overall sample does not neces­
sarily produce the lowest MSE in every subperiod. For example, in fore­
casting the German mark, the Fisher external forecast (lb) produces the 
lowest MSE in die overall 1967-75 sample period. However, in several 
yearly subperiods, Table 2 indicates that there is often a model widi a 
lower MSE. 

Data in Table 1 can be collapsed further. The lowest MSE model in 
each of the 27 country-horizon episodes is marked with die letter "a." 
Totals indicate that on 13 episodes, the Fisher external model has die 
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TABLE 1 
MEAN SQUARED ERROR ACROSS FORECASTING HORIZONS: 1967-75 

Country 

Canada 

United Kingdom 

Belgium 

France 

Germany 

Italy 

The Netherlands 

Switzerland 

Japan 

Column Total of • 

Horizon 
(Month) 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

* 

Fisher 
Domestic 

0.374 
1.491 
3.501 

3.968" 
15.520 
33.180 

17.247 

32.053 

24.112 

13.421 

16.681 

1.255b 

24.248 

1 

Fisher 
External 

0.380 
1.486 
3.179" 

4.144 
15.924 
29.779" 

4.406 
18.064 
36.087 

6.277 
22.803 
53.252 

5.590" 
23.550" 
45.158" 

2.094 
8.557 

12.909 

4.481" 
15.282" 
28.728" 

5.448" 
20.864" 
45.881" 

5.623" 
23.605" 
46.687 

13 

Forward 

0.385 
1.517 
3.291 

4.052 
15.983 
33.783 

4.434 
17.935 
38.525 

5.881 
22.280 
54.189 

5.636 
23.737 
45.415 

2.241 
8.395 

13.907 

4.554 
15.385 
32.717 

5.469 
21.057 
46.347 

5.671 
23.788 
45.892" 

1 

Lag Spot 

0.365" 
1.463" 
3.243 

3.982 
15.065" 
32.039 

4.110" 
16.714" 
34.093" 

5.460" 
21.493" 
50.555" 

5.687 
24.501 
49.972 

2.067" 
7.408" 

12.110" 

4.545 
16.135 
31.768 

5.458 
20.952 
47.819 

5.704 
24.500 
49.947 

12 

a Lowest MSE given country and horizon. 
b Based on only 34 observations. 
Mean squared error is in units of percent squared. 
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TABLE 2 
MEAN SQUARED ERROR BY YEAR AND HORIZON, GERMANY 

Horizon 
Period Model One Month Three Month Six Month 

1967 

1968 

1969 

1970 

1971 

1972 

1973 

1974 

1975 

la 
lb 
2 
3 

la 
lb 
2 
3 

la 
lb 
2 
3 

la 
lb 
2 
3 

la 
lb 
2 
3 

la 
lb 
2 
3 

la 
lb 
2 
3 

la 
lb 
2 
3 

la 
lb 
2 
3 

0.096 
0.089 
0.076" 

0.300 
0.265 
0.192" 

2.695" 
2.798 
3.057 

0.098" 
0.105 
0.098 

1.614" 
1.637 
1.860 

0.424 
0.430 
0.312" 

30.121 
30.059" 
31.255 

9.272 
9.447 
8.844" 

3.842 
3.837 
3.702" 

0.455 
0.291 
0.297 
0.181" 

1.222 
1.250 
1.161 
0.526" 

10.842 
9.641" 
9.799 
13.224 

0.228" 
0.447 
0.470 
0.462 

12.066 
10.363" 
10.605 
11.710 

17.360" 
17.724 
17.512 
17.900 

100.050" 
100.691 
100.691 
105.544 

46.822" 
48.219 
48.552 
47.448 

3.070" 
3.188 
3.148 
3.488 

0.451 
0.431 
0.198" 

2.506 
2.457 
0.282" 

14.662 
14.364" 
29.667 

2.170" 
2.258 
2.380 

33.110" 
33.680 
37.144 

70.886 
69.823" 
78.154 

186.070 
185.989" 
193.670 

47.366" 
47.424 
55.220 

* Lowest MSE given year and horizon. 
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lowest MSE, 12 for the lagged-spot model and one each for the remaining 
two models. 

This is a surprising result given the empirical evidence on interest par­
ity. If interest parity holds exactly, then the Fisher external- and forward-
rate forecasts are identical. Therefore, these two models were anticipated 
to be very similar. While the Fisher external regularly outperforms the 
forward rate, the difference is generally small enough to be explained by 
transaction costs or sampling errors. Still, data suggest that if forecasting 
must rely on a single model, then either the Fisher-external or lagged-spot 
model should be selected. Across all countries, horizons, and time periods, 
these two models tend to produce die lowest MSE forecast. 

Some further information on the distribution of forecast errors is given 
in Table 3. Note that the skewness statistic is small (near zero) indicating 
a symmetric distribution of forecast errors. The kurtosis statistic is large, 
indicating a peaked distribution with fat tails. A Kalmogorov-Smimov 
test confirms tiiat for most countries the distribution is non-normal.14 

The economic significance of tiiis result is that exchange-risk manage­
ment models that rely on a normal distribution of speculative returns or 
forecast errors are not appropriate. The data were not examined further 
to see if other two-parameter distributions adequately describe the data. 

Forecasting Performance and Currency 

In this section, forecast errors are analyzed in the currency dimension. 
This classification raises the intuitive question: Which currency is "easiest" 
to forecast? A more careful analysis suggests that an unambiguous stan-

' The distribution of exchange-rate changes is discussed in Westerfield (1975). 

TABLE 3 

SUMMARY STATISTICS FOR FORECAST ERRORS 

Statistic 

Mean 
Standard deviation 
T(Mean) 
Skewness 
Kurtosis 
Minimum 
Maximum 
N 

One Month 

0.292 
2.359 
2.539 
0.985 
9.968 

-9 .974 
12.754 

421. 

Horizon 
Three Month 

1.060 
4.761 
4.518 
0.170 
6.136 

-17 .808 
18.316 

412. 

Six Month 

2.156 
6.393 
6.738 
0.306 
7.196 

-25.008 
27.980 

399. 

NOTE: Forward rate Model 2, 1967-75 for Germany only. 
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dard for comparison is lacking, and therefore the question cannot be 
answered. 

In part, forecast errors are a function of transaction costs and the risk 
premium. If these factors differ across currencies, then the conclusion that 
a currency is difficult to forecast is not necessarily justified. Investors may 
have formed accurate expectations; but they have decided that action 
on these expectations is not profitable. Therefore, prices remain un­
changed and (apparent) forecast errors result. 

To argue the same point in another way, observers have noted that 
some exchange-rate series are (statistically) more volatile than others. 
This is due, in part to changes in exchange rates which reflect underlying 
variables including changes in monetary policy. Monetary policies differ 
widely across countries and over time. As a purely theoretical matter, die 
increased variability in underlying (monetary) factors will not (neces­
sarily) lead to a decrease in forecasting precision because some of this 
variability will be anticipated and therefore reflected by forecasters. Thus, 
a series can become more volatile (statistically) and yet die forecast er­
rors for diat series may decline. For these reasons, intercountry compari­
sons must be viewed witii caution. 

Table 4 presents data on the lowest MSE forecast for each country 
and horizon. Canada has the lowest MSE of all countries at each horizon. 
The MSE for the one-month horizon is 0.365 percent which implies an 
average forecast error (or root mean squared error) of 0.6 percent. At die 
six-month horizon the MSE increases to 3.179 percent, and the average 
error increases to 1.78 percent. Four countries (France, Germany, Switzer­
land, and Japan) have MSEs greater than 5.0 percent at the one-month 

TABLE 4 
LOWEST MEAN SQUARED ERROR AND RANKING FOR COUNTRY AND HORIZON 

Horizon 
Country One Month Three Month Six Month 

Canada 0.365 (l) 1.463 (l) 3.179 (1) 
United Kingdom 3.968(3) 15.065(3) 29.779(4) 
Belgium 4.110 (4) 16.714 (5) 34.093 (5) 
France 5.460 (7) 21.493 (7) 50.555 (9) 
Germany 5.590 (8) 23.550 (8) 45.158 (6) 
Italy 2.067 (2) 7.408 (2) 12.110 (2) 
The Netherlands 4.481(5) 15.282(4) 28.728(3) 
Switzerland 5.448 (6) 20.864 (6) 45.889 (7) 
Japan 5.623 (9) 23.605 (9) 45.892 (8) 

NOTE: Rank in parentheses. 
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horizon and 45.0 percent at the six-month horizon, or approximately 
15 times as great as for Canada. Therefore, the average forecast error is 
three to four times greater for these countries tiian Canada. 

An alternative measure of forecasting performance is to record die 
percentage of forecast errors bounded within a neutral band.15 This 
technique is especially appropriate for Models 1 and 2 where forecast er­
rors are directly associated with transaction costs so that : 

L < St+n < U. (4) 

T o illustrate that the mean forecast error may give misleading results, 
assume that transaction costs are 1.0 percent. Then, persistent 0.5 fore­
cast errors would not be disturbing in the sense that they represent a 
market inefficiency. Knowledge of these serially correlated, non-zero er­
rors cannot lead to a profit opportunity through spot or forward specula­
tion.18 Alternatively, forecast errors may be 4-2.0 percent and —2.0 per­
cent in equal proportion. The market appears inefficient since Equation 

4 never holds; still, the mean forecast error is zero. Similarly, the MSE 
may appear greater tiian what is necessary for profitable speculation. This 
overall result could be caused by the domination of a few large outliers in 
the sample. This might be the case since exchange-rate changes and fore­
cast errors are non-normal. For these reasons we consider a neutral band 
analysis. A summary of forecast errors bounded by neutral bands of 
widtii 0.5 percent, 1.0 percent and 2.0 percent is presented in Table 5. 

In Table 5, die data for the 1967-75 period indicate that the forecast 
errors for Canada and Italy fall within narrower bounds tiian for the 
United Kingdom, France, Germany, or Japan. T h e methods, therefore, 
differ in tiieir rankings of Switzerland and the United Kingdom. Table 
5 indicates that nearly twice as many forecasts fall within the 1 or 2 per­
cent bounds for Canada as for Japan. This is an alternative measure of 
the relative difficulty in forecasting currencies. 

Forecasts and Currency Preference 

The previous section demonstrated diat if investors prefer to hold assets 
denominated in a particular currency, then exchange-rate forecasts based 
on interest rates may result in forecast errors that are systematically posi­
tive or negative. In this section, the mean forecast errors are analyzed. 
When the mean error is significantly different from zero, forecast bias 

15 This technique was used to analyze deviations from interest parity in Frenkel 
and Levich (1975). 

" This knowledge may be important when a point estimate of die expected fu­
ture spot rate is used as an input for a balance-of-payments model or corporate 
cash management model. 
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exists. According to the Fisherian theory, if the forecast exchange-rate 
change is greater than the actual exchange-rate change, then the foreign 
currency is preferred. If the forecast exchange-rate change is less than the 
actual exchange-rate change, then the domestic currency (U.S. dollar) 
is preferred. In this study, negative forecast errors correspond to a prefer­
ence for the foreign currency; significant positive forecast errors cor­
respond to a preference for the domestic currency. 

Information on the t-statistic of the mean forecast error is summarized 
in Table 6.17 Entries marked with an "a" are not significantly different 
from zero at the 5-percent level. Therefore, it appears that in most cases, 
the forecasts display a positive bias, indicating that the U.S. dollar was 
the preferred currency during this period.18 The most prominent cluster­
ing of unbiased forecasts are in the United Kingdom. Both Fisher fore­
casts and the forward rates, appear to be unbiased forecasters in die 
United Kingdom. The lagged-spot forecast also appears to be unbiased in 
France and Italy. 

Estimates of transaction costs in the spot and 90-day foreign exchange 
market range between approximately 0.05 percent in die 1962-67 period 
to about 0.5 percent in the 1973-75 period.19 Transaction costs in Euro­
currency deposits are smaller, between 0.03 percent and 0.1 percent. Dur­
ing die sample period 1967-75, it seems likely that a bias of 0.5 percent or 
1.0 percent could be consistent with transaction costs. Most mean fore­
cast errors at die three-month horizon fall within this range. I t is there­
fore possible to conclude that while the bias may be statistically significant, 
it is not economically significant. 

Note also that there is a general tendency for bias to increase, ap­
proximately, in proportion to horizon. This agrees with the result in 
Moses (1969) that currency preferences may be expressed as a constant 
rate per unit of time. 

In Table 6 the country-horizon episodes which did not contain an 
unbiased forecasting model were considered separately. I n tiiis group (of 
16) the model widi the smallest bias (in absolute value) is marked by the 
letter "b ." In 13 of these 16 cases the Fisher external model produces the 

" It is important to note that the standard errors were calculated using a de­
pendent sample of, at most, 426 observations for die one-month forecast, 417 ob­
servations for the three-mondi forecast, and 404 observations for the six-month 
forecast. Using an independent, nonoverlapping sample, die sample sizes, at most, 
would be 105, 32, and 15, respectively. Consequently, using an independent sam­
ple, the sample t-statistics would fall by at least one-half. In tiiis case, bias is 
significant for only six cases in Table 6. 

18 The one exception is Swiss treasury bills. Holders of these securities yielded 
about 1 percent less per three-month period than if they had held U.S. treasury 
bills. 

19 See Frenkel and Levich (1977). 
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TABLE 6 
MEAN FORECASTING ERROR ACROSS FORECASTING HORIZON: 1967-75 

Country 

Canada 

United Kingdom 

Belgium 

France 

Germany 

Italy 

The Netherlands 

Switzerland 

Japan 

Column total of 
"and" 

Horizon 
(Month) 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

1 
3 
6 

Fisher 
Domestic 

0.062 
0.309 
0.640 

0.017" 
0.073" 
0.088" 

1.027 

1.027 

1.167 

0.070 

0.695" 

-1 .017" 

1.082 

5 

Fisher 
External 

0.004" 
0.107" 
0.345" 

0.005" 
- 0 . 0 0 1 " 

0.166" 

0.262" 
0.941" 
1.784" 

0.194" 
0.862 
1.313 

0.269" 
1.031" 
2.130" 

0.118 
0.283 
0.359 

0.212" 
0.844 
1.691" 

0.263" 
1.075 
2.219" 

0.233" 
0.984" 
2.317 

19 

Forward 

0.043 
0.178 
0.458 

0.054" 
0.078" 

- 0 . 0 2 1 " 

0.340 
1.040 
2.145 

0.339 
0.937 
1.644 

0.292 
1.060 
2.156 

0.238 
0.527 
0.802 

0.247 
0.899 
2.026 

0.291 
1.096 
2.251 

0.254 
1.015 
2.294" 

4 

Lag Spot 

0.050" 
0.212 
0.487 

-0 .184 
-0 .567 
-1 .229 

0.309 
1.029 
1.976 

0.137" 
0.402" 
0.568" 

0.453 
1.520 
3.036 

- 0 . 0 2 1 " 
-0 .075" 
-0 .245" 

0.352 
1.195 
2.314 

0.468 
1.587 
3.136 

0.444 
1.510 
3.060 

7 

a Not significantly different from zero at 5-percent level. 
b Model with lowest absolute mean bias. 

smallest bias. This result could be expected since die Fisher external 
models tended to have low MSE and bias is one of the two components 
in MSE. 

The data in Table 6 can be further collapsed by adding the number 
of entries that are marked "a" or "b" in each column. There are 19 entries 
marked for the Fisher external model; the next highest is the lag spot 
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model witii seven. This result indicates that overall, the Fisher external 
model leads to a greater number of unbiased or smallest bias forecasts 
among the models that are tested. In tiiis overall sense, the Fisher ex­
ternal model appears to be best. 

From a purely forecasting viewpoint, bias is important as a correction 
factor for the naive model. For example, a watch which is consistently 
five minutes fast is a very good forecaster of the correct time. If Fisher 
external consistently overestimates the future spot rate by 1 percent, it will 
be a very helpful forecasting model. In bodi of these examples the im­
portant factor is the consistency or stationarity of the forecast errors over 
time. 

This issue is analyzed using two approaches. In the first approach, 
weekly Fisher external forecasts for the three-month horizon were aggre­
gated by calendar year. Significant positive mean forecast errors are re­
corded as ( '+ ) ; significant negative mean forecast errors are recorded as 
( —). When the mean forecast error is not significantly different from 
zero, a (0) is entered. Table 7 summarizes these results. 

Table 7 indicates that the sign of forecast errors changes over time. 
Significant positive and negative errors exist for each country during some 
time period. The bias does not appear to follow any clear time pattern. 
A statistical runs analysis test of the series in Table 7 was not performed, 
however, since a dependent sample of weekly forecasts was aggregated to 
calculate yearly bias. 

Instead, die second approach calculates the serial correlation of forecast 
errors in an independent sample. For example, at the one-month hori-

TABLE 7 
TIME PATTERN OF FORECASTING BIAS WITH THE FISHER EXTERNAL 

MODEL, THREE-MONTH HORIZON 

Country 

Canada 
United Kingdom 
Belgium 
France 
Germany 
Italy 
The Netherlands 
Switzerland 
Japan 

1967 1968 1969 

0 + -
- + + 
+ - + 
0 0 -

- - + 
— — — 
0 - -
_ _ _ 

NA NA NA 

1970 

+ 
+ 
— 
+ 
+ 
+ 
0 
— 
+ 

1971 

0 

+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 

1972 

0 
— 
+ 
+ 
0 

+ 
0 

+ 
0 

1973 

0 
0 
0 
0 
0 
— 
0 
0 
0 

1974 

+ 
+ 
+ 
+ 
+ 
+ 
+ 
— 

1975 

0 

+ 
+ 
0 

+ 
+ 
— 
0 

1967-
75 

0 
0 

+ 
+ 
+ 
+ 
+ 
+ 
+ 

NOTE: + = significant (at 5-percent level} positive forecast bias. 
— .--: significant (at 5-percent level) negative forecast bias. 
0 = forecast bias not significantly different from 0. 

NA = not available. 
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zon, the sample consists of every fourth forecast error; at the diree-montii 
horizon, the sample consists of every 13th forecast error, and so on. Table 
8 summarizes these results. 

At the three-month and six-month horizons, serial correlation of fore­
cast errors is not significant. At the one-month horizon, serial correlation 
is significant. However, it seems likely that this correlation is the result of 
using one-month interest rates to forecast spot-exchange rates four weeks 
in the future. If forecast errors are serially uncorrelated, as the data 
suggest, the implication is that bias (i.e., significant forecast errors) can­
not be predicted; currency preferences are likely to be random. In this 
case, the standard approach of correcting the naive forecasting model for 
bias will not necessarily improve forecasting performance because the bias 
is not stationary. 

Forecasting Performance and Horizon 

The relationship between forecasting accuracy and forecast horizon is 
easily developed using time-series methods. A standard result is that the 
variance of the forecast error is proportional to the forecast horizon. Thus, 
the MSE is also proportional to the forecast horizon. 

The data in Table 1 are used to test the theoretical relationship between 

TABLE 8 

Q-STATISTIC TO TEST SERIAL CORRELATION OF FORECAST ERRORS 

Country 

Canada 
United Kingdom 
Belgium 
France 
Germany 
Italy 
The Netherlands 
Switzerland 
Japan 

One Month 

47.4 

49.9 
47.4 

25.5 
48.1 

N = 105 

Horizon 
Three Month 

17.4 
20.4 
18.1 
11.3 
11.3 
14.8 
12.9 
19.5 

N = 32 

Six Month 

7.5 
11.5 
12.2 
8.6 
8.6 

15.6 
9.5 
9.4 

N = 15 

NOTE: Entry in table is 

:24 Q = N 2 M where k : 

for one-month and three-month forecast and k = 12 for six-month forecast. Entry is for method 
(2), and forward rate. Results for other methods were very similar. 
Sample points from the chi-square distribution are: 

d.f. 
23 10 X2 

significance 
level 

10 percent 
5 percent 

32.0 
35.2 

17.3 
19.7 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



104 SECTION 2: FORWARD-PRICING EFFICIENCY 

MSE and horizon. First, the ratio of three-month MSE to one-month 
MSE is calculated; the theoretical value of this ratio is 3.0. Second, die 
ratio is calculated for six-month and three-month forecasts; the dieo-
retical value of this ratio is 2.0. Table 9 summarizes the results. 

The three-month to one-month ratio is consistently greater than 3.0. 
In part, this may be because we are comparing 13-week and 4-week fore­
casts, and so, the theoretical value of the ratio may be 3.25. However, die 
sample ratios are even greater than this number. 

The results of the six-month and three-month comparison are more 
consistent with theory. The sample values are generally near two. At 
these maturities, the data support the hypothesis that MSE rises in pro­
portion to forecast horizon. The economic significance of tiiis result is 
that the market-based forecasts display a property of a time-series fore­
cast which is a minimum MSE forecast. This is another piece of evi­
dence to support die view that market prices efficiently forecast the future 
spot rate. 

TABLE 9 
RATIO OF MEAN SQUARED ERROR FOR PAIRS OF FORECAST HORIZONS 

Country 

Canada 

United Kingdom 

Belgium 

France 

Germany 

Italy 

The Netherlands 

Switzerland 

Japan 

Ratio" 

3/1 
6/3 

3/1 
6/3 

3/1 
6/3 

3/1 
6/3 

3/1 
6/3 

3/1 
6/3 

3/1 
6/3 

3/1 
6/3 

3/1 
6/3 

Fisher 
Domestic 

3 
2. 

3. 
2. 

.99 

.35 

.91 
14 

Fisher 
External 

3.91 
2.14 

3.84 
1.87 

4.10 
2.00 

3.63 
2.34 

4.21 
1.92 

4.09 
1.51 

3.41 
1.88 

3.83 
2.20 

4.20 
1.98 

Forward 

3.94 
2.17 

3.94 
2.11 

4.04 
2.15 

3.79 
2.43 

4.21 
1.91 

3.75 
1.66 

3.38 
2.13 

3.85 
2.20 

4.19 
1.93 

Lag Spot 

4.01 
2.22 

3.78 
2.13 

4.07 
2.04 

3.94 
2.35 

4.31 
2.04 

3.58 
1.63 

3.55 
1.97 

3.84 
2.28 

4.30 
2.04 

» 3/1 = Ratio of three-month to one-month MSE. 
6/3 = Ratio of six-month to three-month MSE. 
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An alternative technique for measuring the horizon effect is illustrated 
in Table 10, which reports the percentage of forward-rate forecast errors 
inside a given neutral band. As the forecast horizon lengthens, this per­
centage decreases. For example, the percentage of forecast errors within 
a 0.5 percent band drops from 47 percent to 13 percent as the forecast 
horizon increases from one to six months. For a 2.0 percent band, the de­
crease is not as sharp — from 80 percent to 47 percent. 

Forecasting Performance and Time 

In this section, forecast errors are analyzed in die time dimension. Figures 
1-9 present a time-series plot of weekly forecast errors using the three-
month forward rate for the nine currencies. These figures are representa­
tive of the other forecasting models and horizons. The vertical axes are 
scaled alike so intercountry comparisons are possible. 

The figures suggest several qualitative observations. First, for each 
country large forecast errors are associated with discrete changes in ex­
change rates or exchange-rate systems (e.g., United Kingdom, 1967; 
France, 1969; Germany, 1969). Second, forecast errors tend to be smaller 
during pegged-rate periods — except when there is a discrete change in 
die rate. In die managed float period, forecast errors have become larger 
and more volatile. The graphs for Belgium, France, Germany, Italy, and 
the Netherlands show die large forecast errors associated witii the oil 
crisis of 1973-74. However, both positive and negative errors are observed; 
the errors tend to fluctuate about some value near zero. The figures for 
die United Kingdom, Germany, the Netherlands, and Japan seem to in­
dicate that forecast errors have decreased during the managed float 
period. 

A quantitative examination of the time dimension begins witii Table 5, 

TABLE 10 
PERCENTAGE OF FORWARD-RATE FORECAST ERRORS WITHIN NEUTRAL BANDS* 

Width of 
Neutral 

Band 

0.5 percent 
1.0 percent 
2.0 percent 
3.0 percent 
4.0 percent 
5.0 percent 

One Month 

47 
68 
80 
87 
92 
94 

Horizon 
Three Month 

28 
45 
60 
66 
72 
77 

Six Month 

13 
26 
47 
55 
59 
66 

• Germany only, 1967-1975 
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• ^ ^ 

AUGUST 1. 1976 

FIGURE 1. FORECAST ERRORS, FORWARD RATE THREE MONTH — CANADA 

M/\^AJVJV_^ 

1967 ' 1968 ' 1969 

AUGUST 1. 1975 

/FIGURE 2. FORECAST ERRORS, FORWARD RATE THREE MONTH — ENGLAND 
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AUGUST V. 1976 

FIGURE 3. FORECAST ERRORS, FORWARD RATE THREE MONTH — BELGIUM 
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FIGURE 4. FORECAST ERRORS, FORWARD RATE THREE MONTH — FRANCE 
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v / V 

1969 ' 1970 ' 1971 ' 1972 ' 1973 ' 1974 

AUGUST 11, 1976 

FIGURE 5. FORECAST ERRORS, FORWARD RATE THREE MONTH — GERMANY 
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FIGURE 6. FORECAST ERRORS, FORWARD RATE THREE MONTH — ITALY 
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FIGURE 7. FORECAST ERRORS, FORWARD RATE THREE MONTH — THE NETHERLANDS 
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FIGURE 8. FORECAST ERRORS, FORWARD RATE THREE MONTH — SWITZERLAND 
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AUGUST I I , 1976 

FIGURE 9. FORECAST ERRORS, FORWARD RATE THREE MONTH — JAPAN 

which reports the fraction of forecast errors with a neutral band. The 
estimates of transaction costs in Levich (1977) suggest a neutral band 
of no more than 0.5 percent during the quiet period. With transaction 
costs increasing during speculative periods and during the managed 
float, a 2.0 percent neutral band is a reasonable estimate. 

Table 5 indicates that in 1967, the three-month forward rate was within 
0.5 percent of the future spot rate on 73 percent of the sample weeks. As 
the width of the band increases to 1 percent and 2 percent, the number of 
forecasts meeting this tolerance rises to more than 90 percent. 

In later periods, 1971 and 1973, the spot-exchange rate is more volatile. 
Concurrently, the forward rate becomes a less precise forecast of the 
future spot rate. In 1973, the first year of managed floating, the number 
of forecast errors within the 2 percent band is 34 percent compared widi 
72 percent in the previous year. In 1974, forecasting performance is un­
changed and in 1975, accuracy improves so that 50 percent of the weekly 
forecasts fall within a 2 percent band. Statistically, therefore, there is 
some evidence that forecast errors are becoming smaller as the managed 
float continues. 
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Since the percentage of forecast errors inside a 0.5 percent neutral 
band has decreased over the sample period, we could conclude that the 
predictive power of the forward rate has declined. However, transaction 
costs have increased over the period. The data suggest that transaction 
costs account for a similar, large percentage of forecast errors in most 
yearly subperiods. In many cases, therefore, the forward rate will be an 
accurate forecast of the future spot rate. 

Table 2 conveys a similar picture. The MSE statistic is smallest during 
pegged-rate periods except in years when the exchange rate changes. 
MSE tends to increase witii the introduction of floating rates. However, 
MSE tends to decline in 1974 and 1975 from the levels reached during 
1973. 

Figures 1-9 indicate positive serial correlation in the weekly series of 
three-month (13-week) forecast errors. This is expected since the ob­
servations are a dependent series.20 Therefore, an independent sample of 
forecast errors was selected to check for serial correlation. The calcula­
tion for the Box-Pierce Q-statistic appears in Table 8. At the three-month 
and six-month horizon, serial correlation appears insignificant. Significant 
autocorrelation is present in the one-month forecasts. Earlier the sug­
gestion was made that this may be because the forward-rate and interest-
rate maturities are one month, while the differencing interval for spot 
rates is four weeks. It should be reiterated that serial correlation of fore­
cast errors is not a sufficient condition to reject market efficiency. Serial 
correlation of unprofitable investment opportunities is consistent with 
market efficiency. Since the mean forecast error at the one-month horizon 
is very small (see Table 6 ) , this serial correlation may not be economically 
significant. 

Forward Rate Forecasts — An Alternative Test for Bias 

In Levich (1977), a theory of the time pattern of forecast errors is de­
veloped. The theory predicts that positive forecast errors (underestimates) 
will be most common when the spot rate is rising and negative forecast 
errors (overestimates) will be most common when the spot rate is falling. 

Figures 10, 11, and 12 plot die spot-exchange and the lagged-forward 
rate at the one-, three-, and six-month maturities. The data are for 
Germany and are representative of the experience of other countries. 
The figures support the theory. Note especially that in the managed float-

20 Using time-series methods, the weekly (dependent) series of A-week ahead 
forecasts can easily be shown to follow a moving average process of order k 1. 
Using a dependent sample, Bilson and Levich (1977) demonstrate that the for­
ward rate efficiently reflects the time dependence in the spot-exchange rate. 
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ing period the forward rate is commonly an underestimate (overestimate) 
of the future spot rate when the spot rate is rising (falling). 

One way to test the theory statistically is to classify each time period 
along two dimensions; 1) the forecast error, positive or negative; and 
2) the change in the spot rate, positive or negative. Accordingly, a 2 X 2 
contingency table can be constructed for each country horizon episode. 
A sample table for the German one-month episode appears in Table 11. 
The null hypothesis is that the sign of the forcast error is independent 
of the sign of the rate of change in the spot rate. The test statistic: 

E £ [A(I, J) ~ E(I, J) **2]/E(I, J) 
i=i j=i 

is approximately chi-square on one degree of freedom. The chi-square 
value for Table 11 is 67.0, which is highly significant. Table 12 summar­
izes these chi-square statistics for all nine sample countries. Independent 
samples were selected for each horizon so the observations are nonover-
lapping. At the 5-percent level, all country-horizon episodes are con-

AUGUST 1 , 1976 

FIGURE 10. GERMANY, SPOT-RATE AND FORWARD-RATE FORECAST —ONE-MONTH HORI­
ZON 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



Forecasting and Market Efficiency 113 

; - T T T H i i u n i i m r i i i i H I i n 1111111 i p 111 I I 111 n i l i r r r n - n i i i i r i r 11111111 
3 iflCi 1 1 Q C Q I 1 Q R Q ' 1 Q 7 H ' 1 Q 7 ' Q 7 ? ' 1967 ' 1 9 6 8 ' 1 9 6 9 ' 1 9 7 0 ' 1 9 7 1 ' 1 9 7 2 ' 1 9 7 3 ' 1 9 7 4 ' ' 1975 

AUGUST U. 1976 
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TABLE 11 
FORWARD-RATE BIAS IN GERMANY: ONE-MONTH HORIZON 

St+i > Ft 

St+i < Ft 

Column total 

St+i > St 

An = 60 
En = 40 

Aa = 4 
£21 = 24 

64 

St+i < St 

An = 6 
£12 = 26 

An = 35 
£22 = 15 

41 

Row Total 

66 

39 

105 

NOTE: An = Actual number of observations in cell (i,j)... 
Eij = Expected number of observations in cell (»',;). 

sistent with the forward-rate bias described by our theory. The results are 
particularly significant for the one-month maturity.21 

Although the data support our theory, this pattern does not imply 
profit opportunities, since the forecast errors are a function of transaction 
costs. The theory will be useful for currencies following a trend rate of 
growth. In these cases, the forecast can be improved by adjusting the 
forward rate for transaction costs. 

21 The blanks in Table 12 indicate that because of missing observations, an inde­
pendent sample could not be formed. In similar tests using a dependent sample of 
weekly observations, all X2 statistics were significant at the 5-percent level. 

The use of the word "bias" in this section is not in exact agreement with the 
usual statistical definition. For example, if the spot rate increases for 10 periods 
and then decreases for 10 periods, the underestimates in the first 10 periods may 
cancel the overestimates in the second 10 periods. Overall, the forward rate may 
appear unbiased while in each subperiod, an apparent bias develops. 

TABLE 12 
SUMMARY OF X2 TESTS FOR FORWARD BIAS* 

Country 

Canada 
United Kingdom 
Belgium 
France 
Germany 
Italy 
The Netherlands 
Switzerland 
Japan 

N = 

One Month 

71.2 

37 .3 
67 .0 

44 .7 
63 .2 

105 

Three Month 

20 .7 
15.2 
6 .4 

14.8 
21 .1 

9 . 7 
12.6 
14.5 

32 

Six Month 

10.9 
8 .0 

11.4 
3.2 

11.2 
6 .6 
5 .6 

15.0 

15 

L Critical values of X2(l) = 3.84 at 5 percent, and 6.63 at 1-percent level. 
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Composite Models 

The theory of composite forecasting is to combine several alternative fore­
casts of the future spot rate. Even if the overall results are similar across 
models, the composite forecast can increase accuracy if the correlation 
of error terms across models is less than one.22 

According to one view, when information is costly, prices will never 
fully reflect information (Grossman and Stiglitz, 1976). In this case, 
composite forecasting may be helpful since an analysis of more markets 
may exploit more information. The composite model provides a frame­
work for analyzing a prospective forecasting technique. If the new fore­
cast reflects information that is not reflected in the existing models, the 
new forecast will lead to a significant reduction in MSE in the composite 
model. 

Alternatively, information may be costless and all markets efficient, and 
still composite forecasting may improve on simple forecasting. The rea­
son is that there may be several sources of uncertainty in the world. In 
this case, several prices may be required to completely summarize (i.e., 
provide a sufficient statistic for) the current state of the world, even 
though each individual price fully reflects available information.23 

Regression analysis is used to construct the composite forecast (St), 

using the four forecasting models (St,t) analyzed in this study: 

St = b0 + b1S1<t + W i , ( + b3S3,t + W*,t-

This equation is estimated for every country-horizon episode in the sam­
ple. A dependent sample of observations is selected from two subperiods 
— the 1967-73 prefloating period and die 1973-75 floating period. 

To examine the impact of the composite forecast, the ratio of the com­
posite forecast MSE to the MSE from a single forecasting model is cal­
culated. A ratio less than 1.0 implies that MSE has been reduced in the 
composite model. The results appear in Table 13 and Table 14. 

Composite forecasting appears to have a greater impact during the 
floating period and when the forecasting horizon is longer. For some 
countries such as Canada and Germany, the improvement is negligible. 
For others, such as die Netherlands (at die one-mondi horizon), and 
France, Switzerland, and Japan (at the six-month horizon), the improve­
ment is large and significant. The largest reduction in MSE is 69 percent 
for the six-month forecast of the Japanese yen. Most of the reductions are 
in the 10 to 30 percent range. 

22 For a discussion of the theory and an application, see Nelson (1972). 
281 am indebted to Alan Stockman for raising this issue. 
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TABLE 13 
RATIO OF MEAN SQUARED FORECASTING ERROR: COMPOSITE 

MODEL/FORWARD-RATE MODEL 

Country 

Canada 
United Kingdom 
Belgium 
France 
Germany 
Italy 
The Netherlands 
Switzerland 
Japan 

Average 

One Month 
Prefloat 

.93 
1.00 

.95 

.96 

.96 

.63 

.98 

.92 

Float 

.92 

.78 

.88 

.83 

.97 

.88 

.71 

.92 

.81 

.86 

Horizon 
Three Month 

Prefloat 

.81 

.95 

.84 

.92 

.78 

.94 

.92 

.88 

Float 

.93 

.71 

.77 

.74 

.96 

.88 

.86 

.69 

.60 

.79 

Six Month 
Prefloat 

.75 

.89 

.80 

.78 

.77 

.83 

.88 

.81 

Float 

1.00 
.77 
.66 
.49 
.94 
.77 
.87 
.48 
.31 

.70 

Composite forecasting does not appear to have a smaller impact on 
those spot series that move randomly over time. For example, although die 
Swiss franc and Italian lira appear to follow a random walk, a six-mondi 
composite forecast reduces the MSE by 52 percent and 24 percent respec­
tively, during the floating period. 

Generally, composite forecasting seems to lead to substantial reductions 
in MSE, especially as the forecast horizon lengthens. One interpretation 

TABLE 14 
RATIO OF MEAN SQUARED FORECASTING ERROR: COMPOSITE 

MODEL/LAGGED SPOT MODEL 

Country 

Canada 
United Kingdom 
Belgium 
France 
Germany 
Italy 
The Netherlands 
Switzerland 
Japan 

Average 

One Month 
Prefloat 

.96 

.98 

.95 

.94 

.90 

.64 

.94 

.90 

Float 

.98 

.88 

.93 

.92 

.97 

.96 

.69 

.92 

.97 

.91 

Horizon 
Three Month 

Prefloat 

.83 

.95 

.79 

.88 

.67 

.86 

.86 

.83 

Float 

.96 

.82 

.83 

.84 

.94 

.91 

.81 

.69 

.89 

.85 

Six Month 
Prefloat 

.80 

.92 

.74 

.68 

.66 

.72 

.78 

.76 

Float 

.95 

.89 

.76 

.60 

.90 

.76 

.81 

.48 

.57 

.75 
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is that there are several sources of uncertainty in the world. Another in­
terpretation is that exchange-rate expectations are not reflected equally in 
all market sectors. This may be due to efforts by central banks to restrict 
price movements or to differential transaction costs or information costs 
across markets. When the markets are segmented and the forecast hori­
zon is longer, the data indicate that a composite model can significantly 
reduce forecast errors. 

FORECASTS AND RISKY INVESTMENT OPPORTUNITIES 

A Methodology for Testing the Profitability of Forecasting Models 

In the previous section, the possibility of using data-based models to gen­
erate consistent and accurate forecasts of the future spot-exchange rate 
was investigated. Having shown that there are models which can forecast 
die future spot rate within an error term that depends on transaction costs 
and a risk premium, our concern shifts to test hypothesis two: Can these 
models be used to make an unusual speculative profit? 

A general profit opportunity that is available to all investors is forward 
speculation. By taking an open forward position, investors gain a profit 
that is proportional to the difference between the future spot rate, St+n, 
and today's w-period forward rate, Ft,n.

2i This section examines whether 
or not our forecasting models can lead to unusual profit in forward 
speculation. 

A framework for testing for unusual profits in a domestic equity market 
was developed by Fama, Fisher, Jensen, and Roll (1969). This technique 
relies on an asset-pricing model to estimate expected returns. Actual re­
turns in excess of expected returns are "unusual." In the foreign exchange 
literature, no consensus exists on a model relating speculative returns with 
risk. Furthermore, data limitations preclude a thorough testing of alterna­
tive models. Therefore, an alternative methodology is developed. 

Assume diat the speculator has made a forecast, St+n> of the future 
spot rate. Observing St+n > Pt,n is a signal to buy the foreign currency 
forward while observing St+n < Ft,n is a signal to sell the foreign cur­
rency. Assume that the speculator buys one unit of currency forward 
independent of the deviation between his forecast and the forward rate 
observed in the market. Our investor is therefore risk neutral — he gam-

21 Testing our forecasts or any other forecasts in this way does not imply that 
the firm does or should speculate in foreign exchange. The issues of the accuracy 
of the forecast and the firm's use of the forecast are separable. Assume that the 
firm uses the forward rate as its estimate of the future spot rate. A new forecast, 
which is more accurate than the forward rate and therefore leads to speculative 
foward profits should increase the profits of the firm. 
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bles a fixed amount after comparing the expected value of his forecast 
with the forward rate. Assuming a 100 percent margin, the mean profit 
rate from following tiiis strategy for M periods can be calculated as: 

E di (St + n,i- Ft, <)/(M * Ft, i) (5) 

where di = 4- 1 if St + n > Ft,,. 
— 1 if St + n < Ft, n-

If the investor had "perfect information," he could gain a profit in every 
period with the proper selection of di. Profits assuming perfect informa­
tion are calculated as: 

M 

i = l 
£\St+n,i-Ft,i\/(M*Ft.t). (6) 

In Levich (1976) it is shown that die ratio 

H=Y.di (S, + n, i - Ft, i) / £ I St+n. i ~ F,. i I (7) 
i - l i = l 

has expected value (2p — 1) and variance 4/>(l — p)/m, where p is 
the probability of choosing dt correctly in any period and m is the num­
ber of independent sample observations. For example, a rule which is 
correct half of the time has p = 0.5 and E(H) = 0.0. "Unusual" profits 
correspond to the case where H is greater than zero or p is greater than 
one-half. 

In this paper, five rules for selecting the di are considered: 
1) Select di using a forecast based on traditional interest rates. 
2) Select di using a forecast based on external interest rates. 
3) Select di using a forecast based on the lagged spot rate. 
4) Select di = '+ 1 for all i. 
5) Select di — — 1 for all i. 
6) Select di assuming perfect information. 

Rules 1-5 are compared to Rule 6. 

Empirical Results 

Table 15 displays the mean percentage profit from tiiree-month forward 
speculation for alternative rules. Note that the results describe a depen­
dent sample of observations for the entire sample period. In other words, 
we assume our investor makes a three-month investment decision in every 
week of our sample period. The reported profits are per three-month pe­
riod; they have not been annualized.25 

25 A similar set of calculations were made for one-month and six-month forward 
speculation. The results for the three-month horizon appear representative of die 
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TABLE 15 
MEAN PERCENTAGE PROFIT FROM SPECULATION FOLLOWING ALTERNATIVE RULES 

Country 

Canada 
United Kingdom 
Belgium 
France 
Germany 
Italy 
The Netherlands 
Switzerland 
Japan 

(1) 

- . 1 0 3 
.676" 
.186 

- . 8 6 9 
- . 3 2 2 

.371 
- . 5 3 7 
- . 3 2 7 

.382 

(2) 

.203" 

.327 

.486 
1.126" 

.555 

.721" 

.760 
1.331* 

- . 4 5 7 

Alternative Rules 

(3) 

.175 

.044 

.498 

.679 
- . 3 1 2 

.431 
- . 5 3 1 

.500 

.601 

(4) 

.178 

.078 
1.040" 

.937 
1.060" 

.527 

.899" 
1.096 
1.015a 

(5) 

- . 1 7 8 
- . 0 7 8 

-1 .040 
- . 9 3 7 

-1 .060 
- . 5 2 7 
- . 8 9 9 

-1 .096 
-1 .015 

(6) 

.878 
2.438 
2.430 
2.912 
3.042 
1.669 
2.277 
2.603 
3.295 

NOTE: The entries are percentage profit per three-month period. The sample period is 1967-75. 
For an explanation of numbering, see text. 
a Most profitable rule for this country. 

The several rules lead to a substantial difference in mean profit for 
each currency. For example, there are six currencies where one rule re­
sults in negative profits while another rule results in statistically significant 
positive profits.26 For the other three currencies, the difference between 
profits from following the worst rule and the best rule is at least a factor 
of two. 

Of the three forecast based rules (1, 2, and 3), Rule 3 is consistently 
dominated by Rule 2 or Rule 4 — the "always buy foreign currency" rule. 
This is true even for countries (e.g., United Kingdom and Italy) whose 
currency generally declined in value over the sample period. Similarly, 
Rule 1 generally leads to negative or near zero speculative profits. 

Overall, there are four cases where Rule 2 is the most profitable; 
four cases for Rule 4; and one case for Rule 1. In each of these cases, 
the mean profit is significantly greater than zero. With the possible ex­
ception of Canada, these profits appear to be in excess of transaction 

other two periods. Since the data base consists of bid prices for both spot and for­
ward rates, profits from speculative purchases of foreign currency are overesti­
mated while profits from speculative sales of foreign currency are underestimated. 
Mean speculative profits may be unbiased and variability overstated if long and 
short foreign currency positions balance out over time. However, if the investor 
has a consistent long position in one currency, the estimate of mean speculative 
profits will be biased. 

" A rule which leads to a negative profit can be adapted to result in a positive 
profit just by reversing the speculative activity indicated by the rule (i.e., reverse 
the dt). In other words, if the forecast indicates that St+n will be greater (less) 
than Ft, we sell (buy) the foreign currency forward. None of these "adapted" 
rules results in higher profits than an alternative rule in Table 15. 
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costs. If the profits are annualized, the rates of return are in the range 
0.8 percent to 5.3 percent. These profits are small relative to the risk-free 
yield on U.S. treasury bills over this period.27 

In Table 15, observe tiiat the perfect information profits (column 6) 
vary across currencies. These profits are greatest for Japan (which also 
has the highest mean squared forecast error) and lowest for Canada 
(which has the lowest mean squared forecast error) . This observation 
only confirms a definition. Potential profits from forward speculation are 
greatest when the forward rate is a poor forecaster of the future spot rate. 

Statistics for analyzing the unusualness of these speculative profits are 
presented in Table 16. For the most profitable rules, the H ratio ranges 
between 0.23 for Canada and 0.51 for Switzerland; the corresponding 
probabilities (p) range between 0.62 and 0.76. While these estimates of p 
are larger than 0.5, they are based on a sample of 32 independent ob­
servations. Therefore, no estimate of p is significantly larger than 0.5 
at the 5 percent confidence level. These rules do not result in unusual 
profits and dierefore we cannot reject hypothesis two. 

s ' The returns appear similar to those calculated by Grubel (1966). Over the pe­
riod July, 1955 to May, 1961, Grubel calculated average annual rates of return be­
tween 16 percent and 27 percent for sterling speculation assuming a 10 percent 
margin. Adjusting our figures for a 10 percent margin implies rates of return 
in the range 8 percent to 53 percent. The rate of return from sterling speculation 
is 27 percent (.676 X 4 X 10). Grubel did not calculate any empirical measure of 
the riskiness of his speculative profits. 

TABLE 16 

A TEST FOR UNUSUAL SPECULATIVE RETURNS 

Country 

Canada 
United Kingdom 
Belgium 
France 
Germany 
Italy 
The Netherlands 
Switzerland 
Japan 

(1) 
H 

- . 1 2 
.28" 
.08 

- . 3 0 
- . 1 1 

.22 
- . 2 4 
- . 1 2 

.12 

P 

.44 

.64 

.54 

.35 

.45 

.61 

.38 

.44 

.56 

Alternative Rules 

(2) 
H 

.23" 

.13 

.20 

.39" 

.18 

.43" 

.33 

.51" 
- . 1 4 

P 

.62 

.57 

.60 

.69 

.59 

.72 

.67 

.76 

.43 

(3) 
H 

.20 

.02 

.02 

.23 
- . 1 0 

.26 
- . 2 3 

.19 

.18 

P 

.60 

.51 

.51 

.62 

.45 

.63 

.38 

.60 

.59 

(4) 
H 

.20 

.03 

.43" 

.32 

.35" 

.32 

.39" 

.42 

.31" 

P 

.60 

.51 

.71 

.66 

.67 

.66 

.70 

.71 

.65 

NOTE: H is the H ratio; p is probability. 
* Most profitable rule for this country. 
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SUMMARY AND CONCLUSIONS 

In this paper, a number of relationships in the international money mar­
ket have been investigated. A set of simple models for forecasting the 
future spot rate were proposed and tested on a uniform data base. The 
most important results are that: 1) forecast errors appear to be serially 
uncorrelated; 2) forecasting bias or currency preference does not appear 
to be predictable; and 3) mean squared forecasting error rises in pro­
portion to forecasting horizon. These results are consistent with the view 
that the market efficiently reflects information concerning future exchange 
rates. 

Another important finding is that a composite forecasting model can 
significantly reduce forecast errors. The gain from composite forecasting 
may be the result of information costs, search costs, or government inter­
vention, all of which tend to separate financial markets. More generally, 
the model provides a framework for analyzing prospective forecasting 
techniques. 

A final test investigated the profit opportunities available to the user 
of a simple forecast. Profits from forward speculation appeared to be 
small in relation to a risk-free yield and perfect information profits. The 
finding that a forecast model, based on publicly available information, 
cannot be used to earn an unusual profit is consistent with efficient 
market theory. 
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An Evaluation of the Relative Price-Forecasting 
Accuracy of Selected Futures Markets 
Ray Marquardt 

The Chicago Mercantile Exchange and the Chicago Board of Trade 
have been criticized by some people in the public sector and the press. 
Critics state that, among other things, futures markets give too much 
profit to speculators and provide no benefit to producers and the public. 
These critics overlook the fact that the futures market provides a con­
tinuous price forecast for the many commodities traded. 

Several commercial advisory services, governmental publications, and 
land-grant colleges make forecasts of future cash prices. However, a 
search of these "outlook letters" reveals that most sources do not make 
frequent forecasts. Only a few forecasts are made on a weekly basis; 
lapses of several months often occur between successive predictions. In 
addition, few letters make specific forecasts in dollars and cents for a 
specific time period. The fundamentals of supply and demand are dis­
cussed, but the two concepts are seldom brought together to make a 
specific price forecast. In contrast, the daily trading on the commodity 
futures market provides a continuous flow of forecast information which 
both the producer and the purchaser may use in his planning efforts. 
Thus, the futures market offers an advantage over other types of outlook 
information; namely, timeliness. 

Timeliness is not the only important attribute of a forecast. Accuracy 
must also be provided if the forecast is to be used effectively in planning 
production and purchases, and in financing both types of activity. 

Large companies can afford to spend a considerable amount of money 
to make a forecast that is both timely and reasonably accurate. Individual 
agricultural producers are usually not large enough to make price fore­
casts based entirely on their own information. Thus, they rely on pub­
lished outlook letters, governmental publications, and the price on the 
commodity futures market to serve as their forecasting experts. 

Ray Marquardt is a faculty member at the University of Wyoming. This paper 
was written in 1974. 
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The review of 10 outlook letters in this study revealed that few actual 
dollars-and-cents forecasts were available. The hectic and uncertain cash-
market conditions that have existed over the past several years have 
caused many letters to give only vague predictions on the direction of 
price movements. The commodity futures market gives both direction 
and magnitude of expected price levels established by the supply-and-
demand expectations of many individuals. 

The objective of this study was to determine if there is any difference 
in the relative accuracy of the cash-price predictions made by the com­
modity futures market quotations and the available commercial, govern­
mental, and university outlook publications. 

The conclusions drawn from this study are especially important to ag­
ricultural producers, purchasers of agricultural products, and lending 
institutions. They are also useful to the Chicago Mercantile Exchange and 
the Chicago Board of Trade since benefits of the futures markets must be 
identified if they are to maintain a favorable public acceptance and pre­
vent more stringent regulations on trading activity. 

RESEARCH PROCEDURES 

The two main livestock commodities (live fat cattle and live fat hogs) 
and the three main grain commodities (wheat, corn, and soybeans) were 
analyzed in this study. The outlook letter sources evaluated were: "Doanes 
Agricultural Letter," Farm Journal, "Illinois Farmer's Outlook Letter," 
"Iowa Farm Outlook," "Kiplinger Agricultural Letter," Nebraska 
Farmer, Successful Farming, "U.S.D.A. Livestock and Meat Situation," 
"Washington Farm Letter," and "Western Livestock Roundup." These 
sources are identified randomly by number, 2 through 11, in the follow­
ing analysis. 

The analysis consisted of an evaluation of the accuracy of all forecasts 
made by these sources from January 1, 1970 to December 31, 1973. This 
means that price movements were analyzed through April, 1974 because 
1973 sources contained predictions for 1974 prices. 

The number of observations was determined by the number of fore­
casts made by the outlook letters. An observation occurred only if an out­
look letter made a price forecast for one of the five commodities being 
studied. The price forecasts made by outlook letters were of two types: 
1) actual price level or actual predicted change in price in dollars and 
cents, or 2) a general prediction of the direction of a price change. Thus, 
the data were analyzed in absolute dollars and cents in Analysis A when 
such data were available. Analysis B used the prediction of the direction 
of a price change made by the letters and tiius had a much larger sample 
size. 
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Analysis A 

The deviation between the forecast price and die actual cash price ob­
tained at the specified future date was investigated. The deviations be­
tween forecast and actual prices as revealed in the forecasts made by the 
various commercial, governmental, and university publications were 
compared with the forecast offered by the closing price on the futures 
market for the relevant commodity and time period. For example, sup­
pose that on January 2, 1971, Source A said that Choice live steers would 
increase by $4 per hundredweight (cwt) between January and the mid­
dle of June; the quote on January 2, for the June futures was $31 cwt 
and the cash price on January 2, was $30 cwt. Suppose further that the 
actual cash price on the day the June contract expired was $32 cwt. The 
deviations to be compared were: 

For Source A: $4 (the forecast increase in price) minus [$32 (the 
actual cash price in June) minus $30 (the cash price on January 2, 
which was the date of the forecast) ] equals $4 — $2 or $2. 

For the Futures Market: $31 (quote for June futures on January 2) 
minus $32 (the actual cash price in June) or —$1 or a deviation of —$1 
from the forecast price. 

The value of the deviations were then analyzed by using a paired t 
test to determine if a significant difference existed among the accuracy 
of the different forecasting techniques. 

Analysis B 
The direction of the predicted price movement was recorded and com­
pared with the direction indicated by the futures market quotation in 
die case of nonspecific dollars-and-cents forecasts made by any source. 
For example, if Source A indicated only that Choice cattle prices are 
likely to increase between January 2, 1971, and June, 1971, the upward 
direction was noted. The closing quotation for die June contract was 
compared to the cash price on January 2, to determine what direction 
the futures market was predicting that price would move over the same 
period. All forecasts were categorized into: 1) increase, 2) no change or 
stable, and 3) decrease price-movement classifications. 

The relative accuracy of the different prediction sources was then 
analyzed by using a chi-square test of independence because in this 
analysis the data were measured in only nominal levels. 

THE FINDINGS 

Analysis A 
The analysis of all 10 outlook letters for the four-year study period re­
vealed only 77 times when an outlook letter made a forecast of a price 
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change in dollars and cents for one of the five commodities under study 
(see Table 1). This is one of the safest kinds of forecasts for the layman 
to interpret, provided that dates are specified for the time the forecast is 
made. This type of forecast is also easily interpreted by producers be­
cause they can apply the effect of the predicted price change to their 
local conditions better than they can apply a prediction of a specified 
price at some vague destination. Judging from the few times that outlook-
letter forecasts were made, it may be assumed that perhaps producers have 
difficulty interpreting such forecasts. On the other hand, the five-day-a-
week quotations on the futures market, compared with the current cash 
price at a specified delivery point, offer a frequent price forecast that the 
producer can apply to his local conditions. 

Analysis of the predicted price-change data reveals that although 
statistically significant differences could not be established, the futures 
market gave a closer price prediction to actual price changes than did the 
10 outlook letters considered as one forecasting source (see Table 1). The 
futures market gave a closer average deviation of forecasting price 
change from the actual price change for five of the seven comparisons 
against individual outlook letters (see Table 1). The observed differences 
on each of the seven comparisons was not statistically significant at the 
alpha .10 level, so the sample size was just too small to say that the one 
technique is a better predictor than the other. 

More frequently, outlook letters made predictions of a forecast price 
level in dollars and cents. Sometimes the exact location and/or time that 
this price is supposed to occur is not made clear to the reader of the out­
look letter. For this paper, price forecasts were interpreted as accurately 
as possible, and then the paired t test was used to analyze the forecasts 
made on the same date by the outlook letters and futures market (see 
Table 2). Results indicate that the futures market gave a statistically better 
forecast than did the 10 outlook letters combined. The difference was 
significant at the alpha .01 level, so the probability that the observed 
difference is due only to chance is less than one percent. 

The number of cases observed was large (988) but the frequency of 
usable forecasts on an absolute dollars-and-cents basis is still not large. 
One must realize that 10 letters were evaluated over a four-year period on 
five commodities. If each letter had made one forecast for one time pe­
riod on each commodity on a weekly basis, the number of cases observed 
would have been 10,400. 

Paired i-test comparisons of die predictions made by the futures market 
versus each individual outlook letter showed that the futures market gave 
a statistically significant better prediction than did eight of the 10 indi­
vidual letters (see Table 2). The futures market gave a better predic-
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tion than did the ninth outlook letter, but the difference was not statis­
tically significant, as the letter made only three predictions on absolute 
price levels during the four-year period. Only one outlook letter gave 
better price predictions than did the futures market, and that outlook 
letter only made 35 predictions on absolute price levels during the period 
of study. 

The bias associated with these methods of analysis should favor the 
outlook letters. The authors choose when a forecast is made and there­
fore determine an observation. A futures-market forecast was not com­
pared to an outlook-letter forecast unless the letter had made a specific 
prediction. 

Another series of paired t tests was made on these 988 predictions 
originating from the 10 outlook letters. This analysis was made using the 
absolute value of the deviation of the forecast price change from the 
actual price change (see Table 3). The only difference between this 
analysis and the analysis presented in Table 2 was that the data were 
analyzed without regard to sign. This analysis was conducted to make 
certain that several large differences on the plus and negative side of 
the deviation (of the forecast price change from the actual price change) 
did not offset each other. The analysis provided nearly identical results as 
did die data presented in Table 2. The futures market gave a significantly 
better forecast than did the 10 outlook letters combined. In all but one of 
the individual comparisons, the futures market gave a closer prediction 
to actual price changes, although three of diose comparisons were not 
statistically significant. 

Analysis B 

The outlook letters frequently predicted the direction of a price change 
even if they did not state an exact price level or state a specific dollars-
and-cents change in the price level. These 2,756 different forecasts made 
by die 10 outlook letters were categorized into: 1) increase, 2) no change 
or stable, and 3) decrease price-movement classifications. The data were 
then analyzed by a chi-square analysis and by a comparison of the per­
centage of correct forecasts made by each method. 

Data presented in Table 4 indicate diat there is a significant difference 
between the forecasts made by the futures market and the 10 outiook 
letters, and the three categories presented at the top of the table. The 10 
outlook letters actually made fewer mistakes (32.5 percent) in predicting 
the direction of the price movement than did the futures market (34.1 
percent). This was only because the outlook letters frequently made a 
prediction of no change in price when a change actually occurred. As a 
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result, only 49.9 percent of the predictions made by the 10 outlook letters 
resulted in a correct forecast of the direction of the price movement. 
By comparison, 62.3 percent of the predictions made by the futures 
market resulted in a correct forecast (see Table 4) . When a forecast 
letter made a prediction of the direction of the price change, it was cor­
rect 60.5 percent (1,374/2,271) of the time compared to a 64.6 percent 
(1,716/2,655), rate for the futures market. This difference of 4.1 per­
centage points is statistically significant at the alpha .05 level. Thus, the 
futures market not only gave more frequent forecasts (five days a week), 
but also gave more frequent forecasts of the direction of a price change 
and a higher percentage of accuracy when predicting the direction of 
price movements. 

Again, it must be noted that if this method of analysis is biased, it is 
probably biased in favor of the outlook letters because they choose the 
time when a forecast is made. The outlook letters made more frequent 
predictions for the normal seasonal patterns (e.g., predict that the price 
of the grains will decline from spring into the harvest season), but made 
less frequent predictions for periods of relatively more uncertainty. 

The forecasting performance of the two sources differed by commodity 
(see Table 5). The futures market gave the better predictions of the di­
rection of price movements for fat cattle, fat hogs, and corn. The futures 
market correctly predicted the direction of a price change 70 percent of 
the time for hogs, 69 percent for cattle, and 60 percent for corn. The per­
centage of correct forecasts of direction made by the 10 outlook letters 
was six percentage points below that of the accuracy rate for the futures 
market for each of these three commodities. This difference was statis­
tically significant at the alpha .05 level in all three commodities. 

The futures market and die 10 outlook letters both achieved 66 percent 
accuracy in correctly forecasting the direction of a price movement in 
soybeans if a price change was either predicted or observed (see Table 
5). However, the outlook letters made more frequent (55 times versus 
17 times) forecasts of no change in price when in fact a price change 
did occur. 

The 10 outlook letters were more accurate in correctly forecasting die 
direction of price change for wheat. The outlook letters were correct 47 
percent of the time, if a price change was either predicted or observed, 
compared to only 41 percent accuracy for the futures market (see Table 
5). However, die difference was not statistically significant at the alpha 
.10 level, so it could have been due to chance. 

Paired comparisons of the relative accuracy of the futures market 
against each of the 10 outlook letters reveals that for eight of the ten 
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comparisons, the futures market gave a higher percentage of correct 
forecasts of the direction of the price movement if a price change was 
either predicted or observed (see Table 6). The futures market and out­
look letter 3 both correctly predicted the correct direction of the price 
movement 62 percent of the times that a price change was either predicted 
or observed. However, the direction of the predicted price movement 
given by outlook letter 3 correctly correlated with the actual direction 
of the price movement only 47.8 percent of the time compared with 
59.6 percent agreement for the futures market. Outlook letter 3 pre­
dicted no change in price quite frequently (about 20 percent of the time 
they made a forecast) and price actually changed, so this accounted for 
the better performance for the futures market in this category. 

Outlook letter 9 was the only source to provide a higher percentage of 
forecasts that were correct if a price change was either predicted or ob­
served (see Table 6). In this case, outlook letter 9 was correct 77 per­
cent of the time that it predicted a price change compared to 66 percent 
for the futures market. However, the direction of the predicted price 
movement given by outlook letter 9 correctly coincided widi the actual 
direction of the price movement only 41.4 percent of the time compared 
to 65.5 percent for the futures market. The difference is due to outlook 
letter 9 forecasting no change in the direction of prices 46 percent of the 
time it mentioned a price forecast. Thus, the futures market seems to pro­
vide a higher percentage of correct forecasts than this letter as well as the 
other nine letters. 

Except for the paired comparison of the futures market and outlook 
letter 8 (see Table 6), there was no statistically significant difference in 
any of the paired comparisons on the percentage of times that the forecast 
was correct if a price change was eidier predicted or observed. 

SUMMARY OF THE FINDINGS 

The findings of this study can be summarized as follows: 
1. The futures market provides a more frequent and timely forecast 

than the outlook letters, which only infrequently make specific forecasts by 
commodity in specific dollars-and-cents terms for a well-specified time 
period. 

2. The futures market was generally a more accurate source of forecasts 
than were the 10 outlook sources. A paired t test on the deviation of 
forecast price from actual price for the futures market and the 10 outlook 
sources indicated that the futures market gave a statistically better fore­
cast on the five commodities than did the 10 outlook letters (see Table 2).. 
When an outlook source made a prediction of the direction of a price: 
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change, it was correct 60.5 percent of the time compared to a 64.6 percent 
accuracy rate for the futures market (see Table 4) . This difference of 
4.1 percentage points is statistically significant at the 95 percent confi­
dence level. Thus, the futures market not only made more frequent fore­
casts, but also gave a higher percentage accuracy when predicting the 
direction of price movements. 

3. The futures market provided relatively more accurate predictions 
than all 10 outlook letters on the direction of price movements for fat 
cattle, fat hogs, and com and at least as good a forecast on soybeans, but 
did not do as well in forecasting wheat price movements (see Table 5). 
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Revaluation Versus Devaluation: 
A Study of Exchange-Rate Changes 
William R. Folks, Jr. and Stanley R. Stansell 

The purpose of this study is to determine whether the technique of linear 
discriminant analysis can assist in exchange-risk management. Specifically, 
a discriminant function, using readily available or estimable macro-
economic values is developed which will classify countries into two dis­
tinct groups: 1) countries whose currency value (relative to the value of 
the dollar) will decrease by 5 percent or more over a two-year period, 
and 2) countries whose currency value will not show such a decrease. 

The authors believe that such a discriminant function, if reasonably ac­
curate, is valuable in corporate exchange-risk management. Under normal 
operating conditions, U.S.-based corporations with direct investments 
overseas generally have an excess of assets over liabilities that are ex­
posed to the risk of currency changes. Thus, a reduction in foreign-cur­
rency values causes, at least for accounting purposes, a loss in the value 
of exposed assets. Numerous strategies for adjusting the exchange-risk 
posture of the firm exist but require some warning for effective use. Some 
projection of the extent of currency-rate change is also required to pre­
vent adoption of exchange-adjustment strategies which may prove more 
costly than the losses they were designed to prevent. 

The authors hope that the discriminant function developed below will 
provide an early warning of impending downward exchange-rate changes. 
Armed with this warning, corroborated possibly by local sources, non-
statistically based projections, and other information, the exchange-
risk manager can then provide closer surveillance of the currency under 
suspicion, take long-range steps to adjust the exchange-risk posture of 
the firm, and develop contingency plans for short-term measures should 
the decrease in currency value become imminent. 

William R. Folks, Jr. is a faculty member at the University of South Carolina and 
Stanley R. Stansell is a faculty member at the University of Houston. This paper 
was written in 1973. 
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In subsequent sections, the term "devaluing" countries or currencies 
describes those currencies (relative to the dollar) that lose 5 or more 
percent of their value. Classification of a currency in this category does 
not necessarily mean that a formal devaluation (notification to the In­
ternational Monetary Fund of a change in par value or central rate) has 
occurred. A loss in value may occur if the country elects to float its cur­
rency vis-a-vis the dollar, and if that currency subsequently floats down­
ward by 5 or more percent. Alternately, a revaluation of the dollar would 
place a currency in the "devaluing" group, if that country did not match 
the revaluation by one of its own. These diverse methods of adjusting rela­
tive currency value have led the authors to define a devaluing country as: 
one where die direct exchange rate (dollar value of one unit of foreign 
currency) at the end of a two-year period is 95 or less percent of the direct 
exchange rate at the beginning of the period. Market rates, ratiier than 
par values, are used throughout. This criteria has been used to check all 
significant rates where the country involved engaged in multiple-rate 
practices. 

Two years was selected as the classification time period in order to meet 
the following conflicting goals: 1) the time period over which the pre­
diction is made must be short enough to be of use to the manager, and 
2) the time period must also be long enough to reduce obscuring effects 
of political and speculative inputs on the actual timing of the devalua­
tion. While a government intent on fighting devaluation of a currency 
may fight a rearguard action for several years, an inability to correct the 
basic economic factors which cause currency weakness must lead to ex­
change-rate changes. 

Although the choice of a 5-percent change in currency value as die 
method of classification might appear arbitrary, in a floating exchange-
rate situation as is now current, the authors feel that a 5-percent change 
in value over a two-year period is a good estimate of a significant change 
in currency value. Any change smaller than this amount may not merit 
the surveillance inclusion that a devaluing country might indicate. In 
addition, the International Monetary Fund's last arrangement for fixed 
rates before the February, 1973 dollar devaluation allowed exchange-rate 
bands of 4V& percent. Thus a 5-percent change would require formal 
notification to the Fund. In the event of a return to a fixed-rate system 
with periodic adjustments and a wider band (the crawling peg), use of 
5-percent as a measure of exchange-rate changes would indicate approxi­
mately those countries for which the peg adjustment would be necessary 
over a two-year period. 
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DESIGN OF THE STUDY 

The study divides the data into two parts. The discriminant function is 
developed by using data on those countries that devalued during the 
years 1963-64 and 1967-68 (see Table 1). For the five countries that de­
valued in 1963-64, macroeconomic data have been collected for the years 
1961-62. Data for five randomly selected countries which did not devalue 
in 1963-64 are also included. Data for 14 countries that devalued in 1967-
68 were collected for the years 1965-66, as well as data over the same pe­
riod for 14 randomly selected nondevaluing countries. Based on 38 ob­
servations of devaluing and nondevaluing countries selected in the first 
stage, a discriminant function was developed to classify these countries. 
Details of the variable selection process are given later under Descrip­
tion of the Variables. A description of the initial function fitted and its 
implications are given under Statistical Methodology. 

Finally, economic data for members of die International Monetary 
Fund have been collected for the period 1969-70 and an identification of 
those countries devaluing over the period 1971-72 has been made. The 

TABLE 1 
COUNTRIES INCLUDED IN ESTIMATION OF THE FUNCTION 

Devaluing Countries Control Group 

1961-1962 
Brazil 
Chile 
Uruguay3 

Venezuela0 

Korea 

Australia 
Mexico 
Japan 
Denmark 
Spain 

1965-1966 
United Kingdom 
Iceland" 
Denmark" 
Finland 
Spain 
Brazil 
Chile 
Colombia 
Peru 
Uruguay 
Israel" 
New Zealand 
Ghana 
Sri Lanka 

The Netherlands 
Venezuela 
Turkey" 
Belgium 
Norway 
Sweden 
Japan 
Germany 
El Salvador 
India" 
Italy 
Honduras 
Thailand 
Tunisia 

• Misclassified. 
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final section of the study uses the function developed in Statistical Meth­
odology to predict devaluations which occurred in 1971-72. This is the 
most rigorous possible test of the function. Results are presented under 
Results of the Analysis. 

DESCRIPTION OF THE VARIABLES 

The selection of macroeconomic variables to be tested for inclusion in the 
discriminant function was based on three criteria: 1) values used in cal­
culating die variables must be readily accessible or estimable; 2) there 
should be some logical reason why these economic variables should have 
a relationship with the exchange rate, although the purpose of the dis­
criminant function is not to reveal relationships among these variables; 
and 3) variables actually used in the discriminant function are ratios 
rather than numerical quantities, selected to allow comparability of these 
values among several countries. 

Following is a list of variables included in the initial development of 
the discriminant function: 1) a definition of the variable; 2) an explana­
tion of why that variable was included in the study; and 3) the source of 
the variable value. In the formulas defining each variable, the subscript 
t represents the second year of the two-year data collection period, and 
t — 1 represents the first year. By convention, stocks are measured at the 
end of the year. 

The Reserve Growth Ratio 

R = Reserves (t) /Reserves (t — 1) 

"Reserves" refers to the official gold and foreign-exchange holdings of 
the country. The amount of reserves on hand are a direct measure of the 
country's ability to finance a balance-of-payments deficit. Trends in tiiese 
reserves indicate present or potential balance-of-payments difficulties. 

The Extended Money Supply Ratio 

M = M2(t)/M2(t- 1) 

Ml designates the extended money supply (money plus quasi-money) at 
the end of the year in question. An overly large increase in the domestic 
money supply may indeed lead to both low interest rates and increased 
demand for goods and services, both locally produced and externally 
purchased. Both developments may eventually put pressure on a country's 
balance of payments. 

The Price Index Ratio 

P = Consumer Price Index(t)/Consumer Price Index(r — 1) 
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The rate of increase in the local price should indicate potential balance-
of-payments problems, since to some extent local prices determine the 
competitiveness of local production on world markets. Use of a wholesale 
price index would probably be more appropriate, but the absence of such 
indices in many countries led to use of a consumer price index. 

The Terms of Trade 

T = Exports (t) /Imports (t) 

Performance in trade accounts is necessary to maintain a sound balance-
of-payments position. The ratio, as calculated above, does not include 
other sources of foreign-exchange earnings, such as payment for in­
visibles. While these earnings may be important for some selected coun­
tries, in general the terms of trade will provide a sufficient proxy for 
current account performance. 

The Investment Service Ratio 

ISR = Investment Service Obligation(t) /Reserves(t) 

This ratio attempts to measure the ability of a country to meet its foreign-
debt service obligations. The numerator of the ratio is the total of all 
transfers made by the country which result in investment to foreigners. 
This excludes transfer of capital for repayment of principal on debt obli­
gations or disinvestment of local equity investment. By measuring this 
value against reserves, a ratio may be developed that will give some sum­
mary of the extent to which payment of interest is an important factor 
in the call on the country's reserves. 

Marginal Propensity to Import Ratio 

_ Imports (£) /Gross Domestic Product(t) 
Imports(t — 1)/Gross Domestic Product(t — 1) 

This ratio attempts to measure trends in the marginal propensity to 
import; technically, the ratio of imports to gross national product. An 
increase in this ratio over time would indicate an increasing tendency 
to rely on imports. By neglecting exports, of course, this ratio does give 
a one-sided view of the economic structure of the country. The authors 
have substituted gross domestic product in the ratio because of the slow­
ness of most countries to report gross national product to the International 
Monetary Fund and the close relationship between the two variables. 

Central Bank Discount Rate Ratio 

Central Bank Discount Rate (t) 
CBDR = Central Bank Discount Rate (t — 1) 
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Short-term money market rates may have an important influence on the 
cross-border speculative and nonspeculative short-term capital move­
ments. A frequently adopted device of currency defense is an increase 
in the discount rate, as well as other monetary measures designed to 
tighten the money supply and attract foreign capital. Thus, die discount 
rate ratio serves as a proxy for the direction of change of money-market 
rates. 

STATISTICAL METHODOLOGY 

The statistical technique employed here involves the use of multiple 
discriminant analysis (hereafter, MDA). This approach has been used: 
to predict bankruptcy (Altaian, 1968); to predict bank capital adequacy 
(Dince, 1972); in consumer credit evaluation (Myers and Forgy, 1963); 
and in various manufacturing and financial institutions for predictive 
purposes (Myers and Forgy, 1963; Walter, 1959). 

MDA allows an observation to be classified into one of several a priori 
groups based on the characteristics of that observation. This study classi­
fies countries into two groups — those which have had significant down­
ward exchange-rate changes relative to the dollar, and those which have 
not had such changes. The two groups are distinguished by qualitative 
differences, but the characteristics of the group must be quantifiable in 
order to use the MDA technique. In this study, various ratios of publicly 
available economic data are calculated to provide the test characteristics 
of each group. We would like to select that set of variables (ratios) which 
is most similar within groups, yet which best discriminates between groups. 
MDA then derives the linear combination of characteristics that best 
discriminates between these groups (i.e., between devaluing and nonde­
valuing countries). The entire characteristic profile and its interactions 
are considered by MDA, which is an obvious advantage when the number 
of characteristics is large. (Variables are sometimes very important in a 
multivariate analysis when they would be insignificant in a univariate 
analysis.) 

Once the coefficients of the characteristics (in this case, the ratios) 
are obtained from a set of observations, a composite score (usually called a 
Z score) is calculated and employed as a dividing point between the two 
groups. Alternatively, the posterior probabilities of falling into a given 
group can be calculated. This latter technique is employed here. If the 
assumptions of the analysis are met, and if the characteristics employed 
are such that they, in fact, discriminate between the groups, the coefficients 
can then be applied to other data in a predictive fashion. The BMD07M 
stepwise discriminant analysis program is used to construct the function. 
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RESULTS OF THE ANALYSIS 

The macroeconomic ratios described under Description of the Variables 
were calculated on the 38 countries listed in Table 1 to provide a data 
set from which the discriminant function is estimated. (The 1961-62 
period and the 1965-66 period are assumed to be similar enough to com­
bine samples from these periods.) Since the purpose of the model is to 
predict over an entirely different time period, observations from the 1961-
62 period are combined witii those from 1965-66 to eliminate special 
factors which might have prevailed in only one period. As a precautionary 
measure, five control-group countries were selected from the 1961-62 
period and 14 from the 1965-66 period to match the number of devaluing 
countries available during these respective periods. 

Since relatively few countries devalue their currency, and since ade­
quate data sets exist for even fewer countries, Table 1 includes in die set 
of devaluing countries three (Brazil, Chile, and Uruguay) which de­
valued twice — once in the 1961-62 period, and again in the 1965-66 pe­
riod. Also included in the control group, are two countries (Spain and 
Venezuela) which had devalued during other time periods. Japan is 
included in the control group twice, once in each time period. These 
overlaps result from both the scarcity of devaluing countries and from the 
random-selection process. Including the same country twice in the same 
group probably spuriously increases within-group homogeneity, while in­
cluding the same country in both groups (even when data are drawn 
from different time periods) probably reduces between-group differences. 
Were die model explanatory in nature, these criticisms would be valid. 
The crucial test of this model lies in its predictive capabilities. 

Using MDA, the discriminant function is estimated from data defined 
previously. The classification matrix is presented in Table 2. The model 
correctly classifies 82 percent of the sample. The Type I error is large, 
approximately 26 percent, while the Type II error is significantly smaller 
at 11 percent. Eitiier error, however, is considerably less than expected by 
chance (since both groups are of equal size, we would expect a .50 proba­
bility of being classified into either group), and is probably less than those 
incurred by the majority of foreign-exchange managers. 

The model produced an F of 3.07 witii 6 and 31 degrees of freedom, 
significant at the 5-percent level. This tends to indicate that the model 
has significant discriminatory power, although results are biased. 

The only variable not included from the original set is the money-
supply ratio. This is somewhat surprising; possibly the effects of money-
supply changes are adequately measured by other variables such as the 
price-index ratio. In terms of order of entry into the function using the 
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TABLE 2 
CLASSIFICATION MATRIX 

Actual 

Devaluation Group 
Control Group 

Number Correct 

Type I 14 
Type II 17 
Total 31 

Predicted 

Devaluation Group 

14 
2 

Percentage Correct 

74 
89 
82 

Control Group 

5 
17 

Percentage Error 

26 
11 
18 

n 

19 
19 
38 

stepwise discriminant technique, the price-index ratio was most important. 
(See Table 3 for the order of entry using the stepwise discriminant tech­
nique, a measure of the importance of each variable.) 

Of the 38 countries, seven were misclassified; five of these were devalu­
ing countries (Uruguay, Venezuela, Iceland, Denmark, and Israel) 
erroneously classified as control-group countries. The two control-group 
countries erroneously classified as devaluing countries were Turkey and 
India. To some extent, these misses can be explained by a consideration 
of special circumstances. Israel was drained of foreign exchange in 1967 
by the Six Days War. Denmark and Iceland devalued in 1967, not be­
cause of existing balance-of-payments difficulties, but rather because of 
the devaluation of sterling, the currency of their principal trading partner, 
and the currency used by Danish and Icelandic monetary authorities for 
support intervention in foreign-exchange markets. The misses on Turkey 
and India are also interesting since botii countries devalued their cur­
rencies in subsequent periods. The model spotted a fundamentally un­
sound situation but erred on the classification because of timing. 

TABLE 3 
RELATIVE IMPORTANCE OF EACH VARIABLE 

Variable 
Number 

1 
3 
4 
5 
6 
7 

Discriminant 
Coefficient 

.03631 
- .04571 

.00787 
- .01981 
- .00325 
-1.16950 

Standard 
Deviation 

26.0928 
29.0885 
41.3187 
35.8134 
29.1911 

.1229 

Relative 
Contribution 

.94723 
-1.32964 

.32518 
- .70946 
- .09487 
- .14373 

Rank by 
Relative 

Contribution 

2 
1 
4 
3 
6 
5 
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Two functions generated by the BMD07M program from the 38-coun-
try data set are presented in Table 4. 

These functions are used to calculate the posterior probabilities of a 
given country being classified into the two groups using Equations 1 and 
2: 

r 
Oimt = C m o "T~ 2-i (-'mjXmki ( 1 ) 

J = l 

where S = value of the mth discriminant function evaluated at case k of 
group I. 

Plmk = Exp(Slmh)/± ExpOS,*) (2) 
i = l 

where P = posterior probability of case k in group I having come from 
group m. 

In order to test the discriminatory power of die function, while avoiding 
die sampling and search bias previously mentioned, a separate set of 51 
countries was selected (see Table 5). Macroeconomic ratios were calcu­
lated using 1969-70 data from 11 countries which devalued in 1971-72, 
and for 40 control-group countries. Of course, our selection was limited 
to those countries for which publicly available data sets exist. The 
posterior probabilities are shown in Table 5. Since the 1969-70 data set 
includes 11 devaluing countries and 40 control-group countries, the ex­
pectation is that, by chance, 22 percent of the countries could be classified 
as devaluing and 78 percent as control-group countries. (See Table 6.) 

Surprisingly, when the search bias and sampling bias are removed, the 
function classifies countries better than it classified when using data in the 
original estimate of the function. Improvement attributable to the use of 

TABLE 4 
FUNCTIONS 

Variable 
Number 

1 
3 
4 
5 
6 
7 

Constant 

Devaluation Group 

- .12432 
.20693 
.02190 
.02677 
.14993 

84.58519 
-60.13023 

Control Group 

- .06987 
.13838 
.03370 

- .00293 
.14505 

82.83147 
-55.62273 
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TABLE 5 

POSTERIOR PROBABILITIES, TEST GROUP DATA, 1971-1972 PERIOD 

Posterior Probability 
of Being Classified as 

Country Name 

Devaluing 

Iceland" 
Pakistan 
Brazil" 
Chile 
Colombia 
Israel" 
Korea" 
Guyana 
South Africa 
Sri Lanka 
Ghana 

Control Grot: 

Portugal 
Tunisia 
Austria 
Belgium 
Denmark 
France 
Germany 
Italy 
The Netherlands 
Norway 
Spain 
Sweden 
Switzerland 
Turkey 
Japan 
Morocco 
Australia 
Libya 
New Zealand 
Singapore 
Peru 
Thailand 
Finland 
Greece 
Ireland 
Canada 
Ecuador 
Mexico 
Venezuela 

a Devaluing Country 

Countries 

.070 

.952 

.024 

.816 

.961 

.485 

.295 

.668 

.556 

.545 

.837 

ip Countries 

.316 

.038 

.132 

.102 

.283 

.066 

.002 

.350 

.100 

.293 

.074 

.185 

.090 

.014 

.059 

.169 

.159 

.000 

.403 

.085 

.002 

.308 

.065 

.427 

.369 

.023 

.289 

.018 

.194 
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TABLE 5 (cont.) 

Country Name 

Iran" 
Jordan 
Egypt 
China 
El Salvador 
Honduras" 
Jamaica" 
Mauritius 
Philippines 
Syria 
United Kingdom 

Posterior Probability 
of Being Classified as 
a Devaluing Country 

1.000 
.400 
.419 
.025 
.221 
.981 
.646 
.016 
.008 
.334 
.485 

a Misclassified. 

the function can be further examined in two ways. First, calculate the 
percentage of error reduction as shown below: 

PER = 44 - 7/51 — 7 = .84 (3) 

The proportional reduction in wrong assignments resulting from the 
utilization of the function, is 84 percent, or very substantial. 

A further test of the function involves randomly selecting 11 of the 40 
control-group countries, preparation of a classification matrix, replication, 
and comparison of die results of the classificatory ability of the function. 
Five such replications were performed. (See Table 7.) The classificatory 
ability of the function again appears to be significantly better than would 
be expected to occur by chance. 

Results of the replicative tests of the function suggest that the MDA 
technique may be useful in predicting devaluations prior to occurrence. 

TABLE 6 
CLASSIFICATION MATRIX, TEST GROUP 

Actual Predicted 

Devaluation Group Control Group 

Devaluation Group 7 4 
Control Group 3 37 

Number Correct Percentage Correct Percentage Error 

Type I 7 64 36 
Type II 37 92.5 7.5 
Total 44 86 14 

n 

11 
40 
51 
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TABLE 7 
CLASSIFICATION RESULTS USING RANDOM SAMPLES OF CONTROL-GROUP COUNTRIES 

Repli­
cation 

Number 

1 
2 
3 
4 
5 

Percentage of 
Devaluing 
Countries 
Correcdy 
Classified 

64 
64 
64 
64 
64 

Percentage of 
Control-Group 

Countries 
Correcdy 
Classified 

91 
91 
91 
82 

100 

Percentage 
of Error 

Reduction 

.55 

.55 

.55 

.45 

.64 

Z 
Score 

23.8 
23.8 
23.8 
20.3 
28.2 

Using ratios of historical data, we have illustrated an ability to signifi­
cantly improve classificatory results. The percentage of error reduction 
is substantial. 

CONCLUSIONS 

Results obtained in this study suggest that MDA is a useful technique in 
terms of its ability to discriminate between potentially devaluing and 
nondevaluing countries. The macroeconomic ratios employed as predic­
tors apparently contain substantial informational content. The set of ratios 
used in this study should not in any way be interpreted as the "best" set 
They were selected on the basis of traditional economic relationships be­
lieved to lead to devaluations. A further study, including both devaluing 
and revaluing countries, will examine a much larger set of macroeco­
nomic ratios. Results of this study, however, indicate that this readily 
available statistical technique and data set would improve the ability of 
the foreign-exchange manager to predict devaluations. 
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For years, textbooks, brochures, bulletins, and other readily available pub­
lications describing the basics of futures markets have listed financing as 
one of the major economic roles that the futures market performs. The 
scenario is described like this: futures markets are capable of reducing 
price risks; hence, any firm that hedges or prices forward on the futures 
market ought to have reduced risks; a lender observing this should be 
willing to lend the firm more money than if it were not hedged; thus, 
hedging creates the opportunity for a firm to obtain larger loans and 
greater financial leverage. 

In this section, Patterson with tongue in cheek and writing for a class, 
amplifies humorously, but effectively, the problem of whether a bank or 
lending agency should give larger loans when the firm is hedged, as 
opposed to when it is not hedged. In a hypothetical situation, Patterson 
describes the deliberations within the bank as its loan policy is reviewed 
and altered. 

The financial leverage obtainable by the commercial firm from using 
the futures market can be quickly calculated. Patterson refers to the bor­
rower being able to obtain a loan, if hedged, of 90 percent of the value 
of the commodity used as collateral, and if not hedged, 60 percent. If 
die commodity is valued at $200,000, the borrower could obtain a 
$180,000 loan if hedged and a $120,000 loan if not hedged. That is, if 
hedged, the borrower puts up $20,000 of his own money; if not hedged, 
$80,000 of his own; an increase by a factor of four in his financial leverage 
due to hedging. There is no upper limit to this increase in financial 
leverage if loans are at 100 percent of commodity value when used as 
collateral under a hedging program. 

Unfortunately, empirical evidence to support the specific hypothesis 
that loan size depends upon a hedging program has been difficult to find. 
One test was conducted by van Blokland in 1974 and no evidence to 
support the hypothesis was uncovered. This test was small in scale but 
tended to confirm a rather general feeling that lending officers in small 
financial institutions are not familiar with futures markets, while their 
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counterparts in large financial institutions, such as major Chicago banks 
where multimillion-dollar loans to agricultural and agribusiness firms are 
processed, are familiar with futures markets and may require hedging 
programs by loan applicants. 

In a second study done through a Chicago Mercantile Exchange Grad­
uate Student Research Fellowship, Duke conducted an extensive survey of 
southeastern commercial banks (1977). Out of 362 banks selected for 
the study, 145 responded. Of those 145, 40 percent cited at least one cus­
tomer hedging program, but only 22 percent indicated willingness to 
participate actively in a customer's hedging program. One could infer 
that in a much smaller percentage of the cases the size of the loan would 
be a function of whether or not the customer hedged. About 14 percent 
of the banks did make funds available for margin maintenance. The 
survey further indicated a positive correlation between the size of the 
bank and die likelihood that it would have a hedged loan in its portfolio. 
The Farm Credit System appeared more committed to encouraging a 
hedging program than did commercial banks. 

Due to the volatile agricultural-price fluctuations of the mid-1970s (the 
time period between the two cited studies above), and with the introduc­
tion of the interest-rate and foreign-currency futures markets, evidence 
indicates a growing awareness and desire for information concerning this 
financial role and potential financial leverage. Commodity exchanges are 
conducting programs for lending officers, popular publications and mag­
azine articles describing the use of futures markets to lenders are ap­
pearing, and university extension personnel dealing with lending institu­
tions report an intense desire for knowledge about the use of futures 
markets. The Duke survey indicated 83 percent of the responding bankers 
"willing to promote the practice of hedging if they could be convinced of 
its soundness as a financial tool for agribusiness (and credit) manage­
ment" (Duke, 1977, p. 51). At least one speech in print (Hauenstein, 
1975) indicates how a lender uses a hedging program with one of its 
clients. 

Related academic literature is also emerging. Barry and Willmann 
(1976) developed a multiperiod risk-programming model to evaluate 
forward contracting and alternative financial choices when external credit 
is rationed and market risks are involved. Ikerd (1978) presents a the­
oretical argument that if price risks are reduced producers will increase 
production. This has significant implication to lenders and to firms in 
gaining access to credit. In a bulletin designed for lenders, Leuthold 
and van Blokland (1979) describe the use of futures markets, how lend-
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ers might evaluate hedging possibilities connected with a loan applica­
tion, and how the lender might participate in the hedging program.1 

Whether or not loan size will ever become a function of the applicant's 
participation in a hedging program involves at least a minimum under­
standing of the commodity futures market by the lending officer, and a 
demonstration that risks can be reduced for the firm through the hedging 
operation. The understanding comes through education, and the answer 
to the latter problem is left to researchers.2 Efforts in both areas are 
needed and increasing. 

1 For a discussion on a different, but related, aspect that recognizes futures con­
tracts as financial instruments, see Telser and Higinbotham (1977). 

2 An example of a study testing whether or not forward pricing reduces risks 
is Leuthold (1975). 
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The Worth National Bank of Sioux City 
Harlan Patterson 

The Worth National Bank is located in Sioux City, Iowa, which is situated 
on the Missouri River at the heart of the grain and livestock agricultural 
belt of the U.S. Sioux City's population is approximately 85,000 (metro­
politan area population is 130,000). Sioux City businessmen trade by 
water with ports on the Gulf of Mexico and those on the Great Lakes be­
cause of their central location on the inland waterway system of the 
U.S. The city is also served by a flexible transportation system consisting 
of five major railroads, two airlines, and a number of short- and long-
haul trucking companies. 

Six banks and three building and loan associations provide most ol 
die financial services for Sioux City. These six banks held total assets of 
$316,706,381 at the end of 1970. 

BACKGROUND INFORMATION ON THE WORTH NATIONAL BANK 

In August, 1883, Sterling B. Worth, Sr., founded the Worth Bank of 
Sioux City and the bank operated under a charter granted by the State 
of Iowa for 82 years. 

In July, 1965, the management of the bank received a federal charter 
and the bank's name was changed to the Worth National Bank. 

The Worth family has played a dominant role in the management of 
the bank since it began. Sterling Worth, Sr., relinquished the bank presi­
dency to his son, Sterling Worth, Jr., in 1925. Worth, Jr., held the presi­
dency until 1962, when he became chairman of the board so that his own 
son, Sterling Worth III, could take over the presidency. 

A number of public issues of capital stock had substantially reduced the 
ownership interest of the Worth family in the bank. At the end of 1970, 
the Worth family owned only 2,900 of the 10,000 shares outstanding. 
However, the other five directors of the bank owned anotiier 23 percent 

Harlan Patterson is a faculty member at Ohio University. This paper was written 
in 1972. 
Ed. note: The people named in this article are purely fictional. 
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of the shares outstanding. Since these five directors were closely allied to 
the Worth family, both socially and in business affairs, the Worth family 
was able to maintain effective working control of the bank, even though 
it held only 29 percent of the total shares outstanding. 

By the end of December, 1970, total assets of the bank were $30,020,800, 
representing a substantial amount of growth since the end of 1883 when 
total assets were only $40,000. Over the most recent decade (1960-70), 
total assets of the bank had grown at an average annual rate of about 4 
percent. 

The bank's growth over the period 1883-1953 was almost entirely at­
tributable to agricultural loans — i.e., loans to farmers and to agribusi­
ness firms dealing in livestock and grain products. However, the steady 
development of industry and manufacturing in Sioux City and the sur­
rounding area had somewhat reduced the relative importance of agri­
cultural loans made by the Worth National Bank. For fiscal year 1970, 
loans to farmers and to agriculture-related firms constituted about 60 per­
cent of the total loan portfolio of the bank. The other 40 percent of total 
loans in 1970 represented credit to nonagricultural users—-particularly 
to firms involved in metal fabricating, machinery manufacturing, and 
chemical production. 

Despite the decreasing relative importance of agricultural loans, the 
Worth National Bank still prided itself on being a "farmer's" bank and 
was closely attuned to the needs of agriculture. The top management of 
die bank felt that the needs of farmers and agriculture-related industry 
would be (and should be) the major source of loan demand for the next 
25 to 30 years. 

THE BOARD OF DIRECTORS MEETING, JANUARY 29, 1971 

This attitude about agriculture on the part of the directors and top 
management of the bank was cause for considerable alarm when the 
directors met on Friday, January 29, 1971, to review the bank's financial 
performance for the fiscal year ending December 31, 1970. The decline 
in the volume of business done with the pork-processing plants in the 
area was the major issue on the meeting's agenda. For the fifth consecu­
tive year, the total volume of loans made to pork-processing firms had 
fallen substantially. The decline in this type of loan did not reflect a re­
duction in the number of pork processors in the banking area served by 
the Worth National Bank. On the contrary, eight new pork-processing 
plants of small to intermediate size had been established in the past five 
years. 

The Worth National Bank's policy had been to concentrate marketing 
and lending efforts toward small- to intermediate-sized meat-processing 
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plants. The bank had never done a substantial amount of direct business 
with the very large meat processors in the area (such as Swift, and Armour 
and Co.). These processors had traditionally gone to the major Chicago 
banks to finance their credit needs. They normally had sizable lines of 
credit open to them on an unsecured basis at these Chicago banks. The 
Worth National Bank was just not large enough financially to handle the 
credit needs of these giants of the meat-processing industry. All seven 
of the bank's directors concurred that something had to be done to 
rectify this situation, but disagreed about the underlying cause of the 
problem. 

Each board member had his own idea as to what might be the cause of 
the problem. One director had read that many firms were now able to 
fully meet their financial needs through the internal generation of funds 
(i.e., retained earnings and depreciation allowances) and suggested that 
the pork-processing plants might fall into this category. Two or three of 
the directors felt that Elmer Hey, head of agricultural loans to the busi­
ness department, was the fundamental cause of the problem. They con­
tended that Hey was too old to handle the job and that he had lost his 
ability "to feel the pulse of the market." Although other arguments were 
propounded, none of the directors was able to substantiate or tangibly 
document his contentions. 

Seeing that members of the board had reached an impasse, Board 
Chairman Sterling Worth, Jr., called a special interim meeting of the 
board of directors to be held Friday, February 12, and asked that Hey 
be present at the meeting. He also appointed Ernest Abel, the capable and 
energetic new assistant-to-the-president, to investigate the situation and 
try to pinpoint the fundamental reason or reasons that the bank's busi­
ness with the pork-processing firms had declined. Abel was to report to 
the board at the February 12th meeting. 

THE SPECIAL INTERIM BOARD OF DIRECTORS' MEETING, 
FEBRUARY 12, 1971 

The special meeting was held in the Office of President Sterling B. Wortii 
III, with all seven directors, Elmer Hey, and Ernest Abel attending. 
Sterling Worth, Jr., called the meeting to order and asked Abel to report 
on his findings. Abel, who had been an assistant vice president in the 
research department of the Harris Trust and Savings Bank of Chicago 
prior to coming to Worth National in November, 1970, summarized his 
findings. 

First, he dispelled the notion that pork-processing plants in the Sioux 
City area generated enough funds internally to handle all of their 
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credit needs. However, pork processors were taking their banking business 
to banks in Omaha and Minneapolis, yet they were not getting their 
funds any more cheaply in those cities. Interest rates in the Sioux City 
area were competitive in every way with the rates in Omaha and Minne­
apolis. If anything, bank interest rates had moderated more during the last 
half of 1970 in Sioux City than they had in either of the other two cities. 
Abel had also found that the Worth National Bank was strong enough 
financially to have handled over 90 percent of the banking business 
which had gravitated to Omaha and Minneapolis. 

The only significant difference that Abel could find between die 
Worth National Bank and the banks in Omaha and Minneapolis was the 
difference in lending policies with regard to collateral hedged on the 
commodity futures market. The Omaha and Minneapolis banks involved 
were presently lending 90 percent of the value of commodities used as 
collateral, when these commodities were hedged on the futures market, 
and 60 percent of the value of unhedged commodities used as collateral 
for a loan. The Worth National Bank followed the policy of granting 
loans equal to 60 percent of the value of commodities used as collateral 
regardless of whether they were hedged or unhedged. 

Abel concluded by saying that personal interviews with a number of 
top executives from pork-processing firms in Sioux City revealed that these 
executives were extremely sensitive to the hedging issue. The concensus 
of opinion among those executives was that the Worth National Bank's 
policy on hedged commodities was completely out of line with reality and 
with banks in all major cities. 

Sterling Worth, Jr., mentioned he had read that an increasing number 
of farmers, wholesalers, and commodity processors were using the hedge 
as a financial tool, but he could not remember the details of the article. 

Hey pointed out that the bank had followed this policy of 60 percent 
of collateral value for commodity loans, regardless of whether the com­
modity was hedged or not, ever since he had come with the bank in 
1924. He emphasized that the Worth Bank had survived the Great 
Depression whereas many of its more liberal competitors had not. He 
cited a statistic to make this point clearer — more than 5,000 commercial 
banks had failed between October, 1929, and the end of 1933. 

Robert Storeman, one of the bank's directors and retired president of 
a local grain corporation, said he could not understand why pork-
processing houses would be so attracted by an extra 30 percent of col­
lateral value for hedging their commodities. He stated that processors 
were charged to hedge their commodities and wondered if maybe this 
added cost would not offset the attractiveness of the extra loan equal to 
30 percent of collateral value. 
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Charles Holmes, another bank director and president of the Holmes 
Building and Loan Association, said that processors claimed the hedging 
operation reduced risks associated with a loan. He felt that lending 90 
percent of collateral value rather than the current 60 percent would in­
crease the bank's risks rather than reduce them. 

Holmes was also concerned about what the bank would do about in­
terest rates if hedging did change the risks associated with commodity 
loans. Would rates be raised or lowered to offset the change in risks? 

Board Chairman, Worth, Jr., admitted that he did not thoroughly 
understand all of the mechanics and implications of hedging and the 
futures market. He added that he felt some good points had been raised 
by Hey and the directors, and that he, too, had had some of the same 
questions. 

He went on to restate the bank's traditional policy with respect to all 
loans, including those made to farmers and to agribusiness firms. He 
cited four factors which he felt were essential in regard to any loan: 
1) the integrity and business ability of the borrower; 2) the safekeeping 
and physical preservation of the commodity used to collateralize the loan; 
3) the preservation of the value of the commodity; and 4) the method 
and timing of repayment made by the borrower. 

He said he felt that hedging was intended to preserve the value of the 
commodity being used as collateral, but that he did not understand ex­
actly how this was possible. 

Worth, Jr., said that, in his opinion, preservation of the value of the 
collateral was not nearly so important to a good loan as the integrity of 
the borrower. He concluded that even if hedging could, in some way, 
be used to insure the value of die collateral, he knew of no way to insure 
against the dishonesty of borrowers. 

Hey pointed out that cash and futures commodity prices are in a con­
stant state of flux. They can go down just as easily as they can go up, and 
these price movements are often quite large. He said he had been a banker 
for 46 years and had yet to meet a person who could accurately predict 
the futures price of commodities. Hey noted similarities between banking 
conditions today and the way they were when he started with the bank 
and cautioned the directors not to let credit get out of hand as it had in 
1927-1929. 

The newest board member, Adam Ritt, attorney and senior partner in 
the law firm of Ritt and Sons, reaffirmed what Hey had said about price 
volatility in the commodity market. He said he knew of three of his 
firm's clients who had "lost their shirts" when they tried to speculate in 
the commodity market. However, he confessed that he did not understand 
the mechanics of hedging products and thus did not know how this 
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type of commodity market activity was related to the speculative activities 
of his firm's clients. He asked if any of the other directors or officers could 
clarify the objectives and mechanics of hedging in the commodity 
market. 

Sterling Worth III, who was a director as well as president of the 
bank, said he could not add much clarification to Ritt's request for in­
formation, but he had heard that the commodity futures markets were 
highly competitive and, therefore, not "rigged." He said he felt the 
operations of these markets were legitimate but too complex for the 
average investor to understand. 

Neither the directors nor the two bank officers at the meeting seemed 
to truly understand the hedging operation, so Worth, Jr., assigned Abel 
to thoroughly research the subject of hedging in the commodity markets. 
Abel was to report on his research at the next regularly scheduled board 
meeting on February 26, 1971. At that time Abel's report would serve as 
the basis for a vote on the feasibility of changing the bank's existing policy 
concerning lending on hedged commodity collateral. 

THE WORTH NATIONAL BANK'S NEW LOAN 
POLICY AND IMPLEMENTATION 

Ernest Abel gave a thorough report to the bank directors at their February 
26, 1971, meeting and clarified the directors' questions about hedging in 
the futures markets. The directors then voted six to one in favor of chang­
ing the bank's policy on loans made on the basis of hedged commodity 
collateral. 

The new policy allowed the head of agricultural loans to the business 
department to lend up to 90 percent of the value of commodities, at his 
discretion, when these commodities were hedged in the futures market. 
For unhedged collateral, the policy remained unchanged — i.e., the 
bank could lend up to 60 percent of the value of unhedged commodities 
used as collateral. 

On April 1, 1971, Elmer Hey retired as head of agricultural loans to 
the business department after 47 years of dedicated service to the Wordi 
Bank. He was replaced by his former assistant, Andrew Newmann. 

Newmann was 37 years old and had been with the Worth National 
Bank for only two years, but he had previously worked for a large, na­
tionally known packing house for 12 years and was considered well-
qualified for his position. Most of his experience with the meat-packing 
firm had been in the area of credit analysis and finance. 

Loan activity in the department began to show noticeable improvement. 
Credit extensions made by the department during the months of April 
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through August, 1971, were up 20 percent over 1970 levels. By the end 
of August, 1971 the Worth Bank had attracted the loan accounts of four 
local meat-processing and packing firms which had previously gone to 
Omaha to fill their credit needs. All of these newly-acquired meat-process­
ing and packing houses were older, well-established firms; all had been 
in operation for at least 20 years; and all were in good shape financially. 
There was little difficulty involved in evaluating their credit worthiness. 

Although pleased with the results of his first efforts, Newmann was 
aware that if his department and the bank were truly going to forge ahead 
they could not content themselves with serving only the older, well-
established firms. They would have to attract the loan business of some 
of the newer, untried meat-processing and meat-packing houses in the 
Sioux City area. 

Newmann got the challenge he was seeking on September 7, 1971 
when Harold Kanner, president of Kanner Packing House, Inc., came to 
the Worth National Bank to apply for a loan to be used to finance his 
firm's expanding inventory of pork bellies. 

Kanner Packing House had only been in operation since July, 1968. 
Kanner had come to Sioux City from Chicago in the spring, 1968. He 
had previously held executive positions in various Chicago packing houses 
for 23 years. His last job as a vice-president with Armour and Company 
would have satisfied most people, but the idea of working for someone 
else for the rest of his life had lost appeal for Kanner. He sold his home 
in Chicago and invested proceeds of the sale, plus a large portion of his 
savings, in the physical properties of a defunct packing house in Sioux 
City. He was forced to incorporate and periodically make small sales of 
common stocks in order to acquire working capital. 

Kanner Packing House, Inc., specialized in pork products, which 
worked out quite well since the largest terminal hog market in the world 
is located in Sioux City. The Kanner operation included full-line produc­
tion facilities but distribution facilities were sectional. The company's 
products were sold in areas other than the Sioux City metropolitan area, 
but seldom beyond a 300-mile radius. 

Harold Kanner had established a sound reputation for himself and for 
his firm in business affairs in three years. After a slow start, the firm's 
sales had begun to show noticeable improvement. Kanner was optimistic 
about the future of his company. He presented his company's financial 
statements for 1969, 1970, and 1971 (see Tables 1 and 2) to Newmann 
for evaluation of his firm's financial status. All of these financial reports 
had been audited by Post, Marvick, and Mitchell and Company, an ac­
counting firm in Omaha, Nebraska. 

Kanner Company's sale of pork products had increased by 54 percent 
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from fiscal year 1970 to fiscal year 1971. Kanner expected fiscal year 1972 
to bring a similar increase over fiscal year 1971. For this reason, he 
wanted to double his current inventory of frozen pork bellies. Kanner 
estimated that 465,000 to 470,000 additional pounds of frozen pork bellies 
would be required to meet the projected increase in sales. 

Kanner Company could not afford to finance an inventory expansion 
of this size. The cash and working capital positions of the Kanner Com­
pany were not that strong so Kanner had come to the Worth National 
Bank with his loan request. He did indicate that his firm would be willing 
to pledge the bellies purchased as collateral to protect the bank's loan. 

Newmann explained the details of the Worth Bank's lending procedure 
to Kanner. First, the financial statements of the Kanner Company would 
be analyzed and compared with the Dunn and Bradstreet averages for 
the meat-packing industry. If the Kanner Company proved strong enough 
financially, the Worth Bank would lend up to 60 percent on unhedged 
bellies or up to 90 percent on bellies that were hedged in the futures 
market. Newmann also indicated that the bank would lend an additional 
amount equal to the amount of margin that the commodity broker would 
require for hedging the bellies in the futures market, if the financial 
performance of the Kanner Company merited it. 

Kanner said he would prefer to borrow up to 90 percent of the value 
of the pledged collateral value, but he had never dealt in a futures market 
and asked Newmann to explain the hedging process to him. Newmann 
explained the general mechanics of hedging, then told Kanner that com­
pletion of a credit analysis of the Kanner Packing House would take 

TABLE 1 
INCOME STATEMENTS, KANNER PACKING HOUSE, INC., 

FOR FISCAL YEARS ENDING JUNE 30,1971,1970, AND 1969 

Category 

Net sales 
Cost of sales 
Gross margin 

Operating, selling, and 
administrative expenses 

Operating income 

Interest and debt expense 
Profits before income taxes 

Federal and state income taxes 
Net profits 

1971 

$4,070,880 
3,650,379 

420,501 

309,249 
111,252 

1,100 
110,152 

52,873 
$ 57,279 

1970 

$2,640,820 
2,377,900 

$ 

262,920 

216,314 
46,606 

1,510 
45,096 

20,280 
24,816 

$1 
1 

$ 

1969 

,280,580 
,164,613 
115,967 

107,258 
8,709 

1,722 
6,987 

1,480 
5,507 
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about an hour. He advised Kanner to discuss the specific details of hedg­
ing with Wilbur Goodsell, a registered commodity broker on the 10th 
floor of the Worth National Bank Building, and then return to the bank 
to discuss the loan application. 

Goodsell explained the operations of the commodity futures markets 
and elaborated on hedging in the futures market. He gave Kanner a copy 
of the standard futures contract for frozen pork bellies and explained 
the various provisions. He also gave Kanner the daily market-price quo­
tations from the Chicago Mercantile Exchange for frozen pork bellies and 
cautioned him that these price quotations on pork bellies represented Chi­
cago prices rather than Sioux City prices. Goodsell explained that these 
prices could be converted into Sioux City prices by making an adjustment 
for locational difference — the size of this adjustment for frozen pork 
bellies averaged about 85 cents per hundredweight. 

Wilbur Goodsell said that the rules of the Chicago Mercantile Ex­
change required a minimum margin deposit of $750 to be posted for 
each pork-belly contract that was bought or sold in the futures market, 
but that his own firm required a margin of $1,200 per contract to be 
posted by all new customers in order to protect the customer as well as 
the broker and allow for more market movement before requiring the 
customer to post additional margin. Goodsell mentioned that the margin 
requirement per contract for the Kanner Company would probably be 
reduced after his firm had built up some trading experience with the 
Kanner Company. 

Harold Kanner expressed a desire to open a trading account on be­
half of his firm and received a customer's agreement to be completed 
before an account could be opened for Kanner Packing House. After 
completing the customer's agreement, Kanner returned to the Worth 
National Bank to discuss the loan application with Newmann. Mean­
while, Newmann had evaluated Kanner Company's financial statements 
relative to others in the industry and was prepared to give Kanner an 
answer to his loan request. 
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SECTION 4: PRICE RELATIONSHIPS 

This section contains one paper each on pricing over time, space, and 
form. The papers by Bobst and Pickett involve futures markets directly, 
while the Cox and Wright paper on the grading of feeder cattle (pricing 
over form) does not. However, this latter paper is concerned with informa­
tion systems and accurate pricing of a cash commodity, an investigation 
highly related to futures market studies. 

The underlying theories of how prices are expected to vary over time, 
space, and form in a perfect market context will not be repeated here. 
For a review of these theories see Bressler and King (1970), or Tomek 
and Robinson (1972). Much of the relevant theoretical and empirical 
background in the case of futures markets which is related to this section 
was cited in the introduction to tiiis volume. 

Bobst, investigating price differences over space, determines the effect 
location may have on basis variability, and hence, the potential hedging 
risks facing livestock producers. After developing three measures of hedg­
ing effectiveness, Bobst tests the hypothesis that no difference exists in the 
variability of hedging revenues for Southern markets in comparison with 
futures contract-delivery markets. Results indicate no significant location-
basis variability for hogs, but location biases do exist for fed cattle. Impli­
cation of these results on hedging effectiveness are analyzed. 

Pickett examines the theory of temporal-price relationships for storable 
commodities and applies it to the frozen pork-belly market. A hypothesized 
role of this futures market is the temporal guidance of seasonal inventories, 
with cash-futures price differences reflecting and determining inventory 
positions. After the development of a supply-of-storage function, several 
models are estimated where the quantity of frozen pork-belly inventories 
is regressed on current and lagged cash-futures price spreads as well as 
lagged quantity. Results of the models with regard to supporting the 
supply-of-storage hypothesis are mixed. A detailed discussion of statistical 
and data problems is given, along with an examination of the inability of 
the hypothesized model to discriminate between alternative explanations, 
of the observed phenomenon. 
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Cox and Wright investigate the feeder-cattle information system. In­
spection of teletype market-news reports reveals a large and incompre­
hensible list of descriptors for feeder cattle, a factor increasing the risks 
of cattle buying and feeding. Due to this large variety of names and de­
scriptions, Arizona cattle feeders largely ignore or discount formalized 
market-news reports. In order to predict future feedlot performance more 
accurately and improve information flows, the authors construct a set of 
descriptors that partition feeder cattle according to basic traits. Using a 
price simulation model to test their proposed revision of feeder-cattle 
grades, they demonstrate that significant improvements in feeding returns 
are potentially possible. 
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The Effects of Location-Basis Variability 
on Livestock Hedging in the South 
Barry W. Bobst 

Live-animal futures contracts have had a spectacularly successful develop­
ment. Trading volume and open interest in nonstorable commodities such 
as steers, hogs, and feeder cattle are increasing year by year; yet at the 
same time, the hedging activity represented in these contracts is very small 
compared to the potential afforded by the livestock industry. Public rela­
tions and educational efforts have been and are being made to arouse 
interest in potential hedgers. For potential hedgers in business circles, the 
imprimatur of the Harvard Business School has been placed on hedging 
in livestock and other commodities by the publication of a book by 
Arthur (1971). Efforts have also been directed towards farmers with some 
success, as noted by Futrell (1970). 

Live-animal futures contracts provide an alternative marketing pro­
cedure for cattle and hog producers. This alternative is best described 
in the context of the vertical coordination of marketing that takes place 
between livestock producers and buyers. The simplest means of coordina­
tion between livestock feeders and packers is the open market: feeders 
sell to the highest-bidding packer with no prior arrangements concerning 
die timing of the sale, quality of livestock offered, or price. Taking the 
open market as a base, a spectrum of alternative coordinating arrange­
ments can exist, ranging from informal agreements to written contracts 
that specify one or more of the terms of trade to vertical integration, in 
which feeding and packing activities are carried out by the same firm and 
coordination becomes a matter of administrative arrangement. Hedging 
fits into this spectrum in a variety of ways. For example, hedging can be 
used in conjunction with open markets, with various kinds of contracts, 
or even by vertically integrated firms. The potential for hedging in a 
region, therefore, is an important aspect of efforts to devise vertical co-
Barry W. Bobst is a faculty member at the University of Kentucky. This paper was. 

written in 1971. 
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ordination methods which will improve the efficiency of livestock market­
ing in the region. 

Regionality of hedging is stressed because of the geographic structure 
of livestock feeding in the United States. The traditional heartland of 
cattle and hog feeding is the Com Belt, and most livestock futures-contract 
delivery points have been located there. In the South, cattle feeding has 
increased greatly in Oklahoma and Texas, the westernmost states in the 
region. From the standpoint of the potential of hedging in vertical coordi­
nation arrangements, the lack of futures-contract delivery points in the 
region is an important factor. None of the delivery points for live hogs is 
located in the region. No delivery point for Choice steers was located in 
the region until August, 1971 when Guymon, Oklahoma, was so desig­
nated. The fact that most of the Southern region is remote from contract 
delivery points means that location-basis variability is an important factor 
in assessing the potential of hedging in vertical coordination arrangements. 
The objective of this study has, therefore, been to measure location-basis 
variability in Southern markets, and to assess the effects of this variability 
on hedging. 

The basic procedure of this study has been to generate measures of 
hedging-revenue variability for Southern markets and to compare them 
with similarly generated measures for a central futures-contract delivery 
market. Revenue variabilities were compared to test the hypothesis of no 
difference in variability among markets against the hypothesis that dif­
ferences existed. These were one-sided tests, since if location basis exists, 
it will result in higher variabilities in the distant markets. Similar tests 
were conducted to measure the location effect on other aspects of hedging 
performance. The point of view taken in the research has been that of 
livestock producers. That is, the hedges that have been postulated have 
been short hedges intended to avert the risk of price declines on inventories 
of livestock on feed, and the timing of hedges has been tailored to fit 
various feeding situations. Thus formulated, the analyses do not represent 
the situation of long hedgers, although the outcome of a long hedge is 
the negative of a short hedge with the same timing so that where variance 
is used as the measure of variability, the measures will be the same. How­
ever, the timings of the hedges are not likely to be the same. A long hedger 
can be envisioned as a packer seeking to avert the risk-of-price increases 
on forward sales commitments. The timing of such hedges is not likely 
to be the same as for short hedgers. 

For the markets, study period, and hedging systems used in this study, 
no significant effects of location-basis variability were found for slaughter 
hogs. However, and again with the same qualifications, significant effects 
were found for fed cattle in the South and the Southern Plains. 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



Location-Basis Variability 173 

THEORETICAL ISSUES 

Location-basis variability can be defined as: the distortion in hedging re­
sults that occurs by virtue of the hedger's location at some point distant 
from a futures-contract delivery point market. Location basis is unhedge-
able. At the same time, variation in location basis does not necessarily 
exist and if so, has its origin in the state of spatial competition in a geo­
graphically dispersed market for the commodity in question rather than 
in the futures market for that commodity. In a perfectly competitive spa­
tial market, with free trade, perfect knowledge, large numbers of buyers 
and sellers, and so on, price differences between any two points cannot 
exceed the transfer cost between them in the short run (Bressler and King, 
1970). In the long run, entry, exit, and resource revaluation will cause 
price differences to just equal transfer costs. Short run or long run, the 
perfectly competitive spatial market implies a stable configuration of price 
differentials among points in a geographic market — otherwise known as 
a price surface. Fluctuations in demand or supply at various points in the 
market cause fluctuations in price which are reflected evenly across the 
price surface, leaving the transfer-cost generated gradient of the surface 
unchanged. At the limit, only changes in transfer costs themselves can 
change the price-surface gradient. 

Stability of the price surface for a commodity has two implications of 
interest in an analysis of hedging in a spatial market. First, the stability 
of the surface itself suggests predictability. If prices at points A and B 
bear a certain relationship to one another at one point in time, the same 
relationship can be safely predicted to hold in the future, given only that 
transfer costs remain constant. While the absolute level of future prices 
at A and B may be very unpredictable, the relationship between them is 
nearly perfectly predictable. The other implication is that prices at points 
A and B will be perfectly correlated. Thus, where price changes are linear 
(measured in dollars and cents), price variance will be the same every­
where even though means will vary along the price surface. 

In addition, with the perfect correlation among prices, location-basis 
variability will not exist in a perfectly competitive spatial market. This 
can be seen by examining the variance components of a short-revenue 
hedging equation. Omitting brokerage fees, the hedging-revenue function 
is formulated as follows: 

Rijgt = Pigt "T" Hjm Cmt (1) 

where Rijgt is hedging revenue in market region i, hedge length ;', for 
commodity grade g which is sold on date t; Pigt is the cash price at market 
i for grade g on date t; H3m is the futures contract price in which the hedge 
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was placed on a date specified by hedge length ; in the contract maturing 
in period m; and Cmt is the price at which the contract was repurchased 
on date t. All variables are measured in the units appropriate to the com­
modity. For livestock, this is dollars per hundredweight. 

Mean and Variance of Hedging Revenue 

Consider the mean and variance of hedging revenue over a period in 
which contract m is the nearby futures contract. Mean hedging revenue 
will be the algebraic sum of the means of the prices in Equation 1. 
That is: 

Rijg = Pig + Hjm Cm, t'= 1, 2 , . . . T, (2) 

where T is the total number of sales dates for which contract m is the 
nearby contract. At the limit, T is infinitely large, since sales can con­
ceivably be continuous. The realities of marketing institutions, however, 
limit price observations to a daily or weekly basis. Variance of hedging 
revenue is the algebraic sum of the variances and covariances of its com­
ponents. The equation is as follows: 

V(Rt„) = V(Pig) •+ V(Hjm) + V(Cm) 4- 2CV(Pig,Hjm) 
- 2CV(Pig, Cm) - 2CV(Hjm, Cm), t = 1, 2 , . . . T, (3) 

where V stands for variance and CV stands for covariance. This variance 
equation stands for any given market region i. For the location-basis vari­
able to be nonexistent in a perfectly competitive spatial market, the vari­
ances in any two market regions must be equal. This can be shown by 
decomposing the covariance terms in Equation 3 in light of the previous 
conclusions about spatial price relationships, viz., prices along the price 
surface are perfectly correlated and have equal variance. 

The covariance between any two variables (say 1 and 2) can be de­
composed as follows: 

CV(1,2) = r(l,2)V(l)V(2), (4) 

where r ( l , 2) is the correlation coefficient between the variables and V(l) 
and V(2) are their respective standard deviations. In addition, if 

r ( l , 2 ) = l , (5) 

and r(l,x) = y, (6) 

then r(2, x) = y 

also, where x is any variable and y is any value that the correlation coeffi­
cient can assume, from — 1 to 4-1. 

Let 1 and 2 above stand for two market regions in which hedging has 
taken place over the same market period T for the same commodity grade 
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g. When inspecting hedging-revenue variance, Equation 3 in the light of 
the relationships developed in Equations 4, 5, and 6, Market 1 can be 
substituted for Market 2, and vice versa, in every term in which they occur 
with no change in value. Each component of variance in one market 
equals the corresponding term in the other. Thus, in a perfectly competi­
tive spatial market, hedging-revenue variances will be the same every­
where and location-basis variability, in the sense of a dispersion of hedging 
results from one area to another, will be nonexistent. This is so, even 
though mean hedging revenues will vary from area to area along the 
price-surface gradient. 

Imperfect Spatial Competition 

In the real world, knowledge is imperfect, requisite large numbers of 
buyers and sellers are not present in all areas, rigidities in commodity 
transport exist, and quality differences represented by commodity grades 
are not perceived in the same way at all places and times. Leads and lags 
in price adjustments among markets can exist. Under these conditions of 
imperfect spatial competition, location-basis variability may occur. With 
less than perfect correlations between futures contract-delivery markets 
and distant markets, and possibly different variances as well, hedging-
revenue variances may be higher in distant markets than at the contract-
delivery market; however, this is an empirical question. The existence of 
significant location-basis variability cannot be inferred a priori from an 
imperfect state of spatial competition. The question of how much imper­
fection there is must be addressed. 

Alternative Measures of Location-Basis Variability 

The foregoing discussion leads to two alternative measures of location-
basis variability: first, comparisons of cash-market correlation coefficients 
between contract-delivery markets and distant markets; and second, com­
parison of hedging-revenue variances through estimates of Equation 3 for 
various markets. The latter procedure was chosen for purposes of this 
study. A comparison of cash-market correlations has the virtue of sim­
plicity, but would not capture the time dimension of hedging. Equation 3 
shows that hedging-revenue variance is affected by the relationship be­
tween cash and futures prices at two different points in time. Covariance 
terms relate local price to the futures price at which the hedge is placed, 
and to the futures price at which the hedge is lifted or covered. A con­
temporaneous correlation between local cash prices and cash prices in the 
delivery market would ignore the lagged relationship, and a lagged corre-
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lation would ignore the contemporaneous relationship. For these reasons, 
a direct comparison of variances seems the better of these alternatives. 

A third analytical alternative exists, which is to use a portfolio-type 
procedure of the sort suggested by Ward and Fletcher (1971), and applied 
empirically by Heifner (1969), and Holland, Purcell, and Hague (1972). 
Work on optimal and minimum-risk hedging strategies is certainly neces­
sary, and location-basis variability analysis of the type implied by the 
second alternative, is no substitute for microanalysis of hedging for local 
markets. However, data problems crop up when portfolio-type analyses 
are applied for interregional comparisons of the sort that have been the 
objective of this study. This type of analysis requires knowledge of the 
production function for feeding in each area of application. As Ehrich 
(1969) points out, available (secondary) cost data may not represent the 
minimum-cost situation for a region. Also, the upgrading of livestock 
while on feed introduces a bias unless the degree of upgrading is known 
and taken into account. Thus, intimate knowledge of local conditions is 
necessary for the successful application of a portfolio-type procedure. 
Under these circumstances, the simpler model, which is specifically di­
rected toward measurement of location-basis variability without at the 
same time trying to solve hedging management problems in a number of 
regions, was adopted. 

Hedging Error and Bias 

The analytical procedure suggested by Equations 1, 2, and 3, has some 
capabilities beyond the measurement of location-basis variability. The 
procedure has some capacity for measurement and analysis of what 
is referred to in this report as hedging error, and of the more familiar 
subject of futures price bias. Hedging error is essentially an ex ante con­
cept that evaluates the outcome of a hedge from the point of view of 
expectations at the time the hedge was placed, and is closely related to 
the textbook concept of the perfect hedge. Bias takes an ex post view of 
the outcome of a hedge and is essentially a comparison of hedging revenue 
with the revenue that would have been received had hedging not been 
undertaken. 

In the familiar example of the perfect hedge, the commodity in ques­
tion is sold short, convergence between cash and futures prices in the 
delivery month are exact, and the commodity is sold and the contract is 
covered to achieve an outcome just equal to the price at which the com­
modity was sold short. Two modifications to the perfect hedge concept 
are necessary. First, there is the implicit assumption that the expected 
revenue equals the sale price. This not only implies location at the par 
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delivery point, but also implies that the hedger has no price expectations 
of his own other than what is reflected in the futures price. As Hieronymus 
(1971) indicated, hedging is performed with some price expectation in 
mind, otherwise known as basis trading. The second modification is that 
convergence between cash and futures prices is seldom exact, nor do the 
price changes in the two markets necessarily exactly parallel each other. 
Futures prices in the nearby contract and cash prices will be highly, but 
not perfectly, correlated. 

Basis expectation can be quantified in the following manner: 

E(Rijgt) — Hjm 4- Zigt, (7) 

where E(Rijgt) is expected hedging revenue; Hjm is the hedging price as 
previously defined; and Zigt is the basis differential which relates the fu­
tures price to the hedger's own situation. The basis differential has spatial, 
grade, and time dimensions, and may also reflect the hedger's own price 
forecast. Expected hedging revenue, therefore, contains an objective com­
ponent (the futures contract price) and a subjective component (the 
hedger's estimate of the basis differential). 

Hedging error is defined as the difference between received and ex­
pected hedging revenue, or: 

Uigt = Rijgt ~ E(Rijgt) . (8) 

Substituting Equations 1 and 7 into Equation 8, the hedging-error func­
tion reduces to : 

Uigt — Pigt C m ( Zigt- (") 

Note that length of hedge does not affect hedging error. Hedging error, 
as expressed in Equation 9, is composed of the realized basis (Pigt ~ Cmt) 
less the anticipated basis Zigt. In the par delivery market, realized basis 
will be zero for the delivery grade if convergence is exact. This meets the 
condition for a perfect hedge, so hedging error will be zero if the antici­
pated basis was also zero. For nonconvergence and for other cash markets, 
realized basis will be different from zero, but hedging error may or may 
not be zero, depending on the level of the anticipated basis. 

Thus, hedging error cannot be estimated in its entirety without knowl­
edge of the anticipated basis. Since anticipated basis is fundamentally in 
the mind of the hedger, it cannot be estimated except on a case-by-case 
basis. However, the realized-basis component can be estimated from mar­
ket data. Estimates of this component are useful in that they give a mea­
sure of the error against which a hedger must work in his particular 
market. The realized-basis component of hedging error will be referred 
to as U'igt and is: 

U'igt — Pigt Cmt (10) 
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with variance, 

V(U\g) = V(Pi0) ,+ V(Cm) -2CV(Pig,Cm),t =l,2,...T. (11) 

A comparison of Equations 11 and 3 shows that realized-basis variance is 
a major component of hedging-revenue variance and that both can be 
expected to be affected by location. 

The role of the individual in anticipating basis change is an intriguing 
aspect of the hedging-error function. Equation 9 shows that hedging 
error will always be zero if the anticipated basis is of an appropriate value. 
Tha t is, a really clever forecaster can overcome the difficulties imposed by 
imperfect convergence, location, and grade-basis variability, at least in 
principle. Of course, the ability of our hypothetical clever forecaster to 
know fairly precisely the outcome of a hedge does not mean that he will 
necessarily place that hedge, which brings us to the bias. 

Bias is usually defined as the persistent deviation of futures prices at 
different points in time. A downward bias is said to exist when prices 
persistently tend to rise over the life of a contract; upward bias is the 
reverse of this. Bias can also be approached from the point of view of the 
hedger. In this case, an ex post evaluation of hedging results compares 
hedging revenue with the revenue that would have been received without 
hedging. In the context of the price models developed here, this is: 

Bjgt = Rijgt — Pigt, (12) 

where Bjgt is the measure of bias. Substituting Equation 1 into Equation 
12 reduces the bias equation to the difference between futures prices; 
that is, 

Bjgt = Hjm Cmt. (13) 

Note that bias is not affected by location. Bias, if present in a futures 
market, affects hedgers in all locations equally. 

Summary: Theoretical Issues 

Three measures of hedging effectiveness have been developed in this sec­
tion: first, hedging-revenue variance, the measure of primary interest in 
the empirical portion of the study, has been argued to be the same every­
where in a perfectly competitive spatial market. However, market imper­
fections may give rise to locational differences. Other things remaining 
equal, if hedging-revenue variances differ significantly among locations, 
location-basis variability can be said to be present. Obviously, the various 
cash-market price variances must be among the things remaining equal. 

The second measure of effectiveness developed is hedging error, where 
expected hedging revenue is taken as the basis of comparison. While not 
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observable in its entirety, hedging error's realized-basis component can be 
measured from market data. Since location enters into the realized-basis 
component, variance may differ by location. 

Third, the concept of basis was examined, only to find that location is 
not a factor. Bias, therefore, lies outside the scope of this study. 

LOCATION-BASIS VARIABILITY FOR SLAUGHTER HOGS 

Three preconceived ideas were carried into the research on location-basis 
variability for slaughter hogs. First, daily price observations would have 
to be the data base if useful measurements were to be obtained, because 
of the frequency of price changes for hogs. Lags in price change between 
markets, which might be apparent in daily data, might well be covered 
up in weekly averages. Second, the market data used should be available 
and familiar to farmers, to whom the results will eventually be transmitted 
in one form or another. For this reason, Omaha was chosen as the refer­
ence delivery point market over Peoria, Illinois, which is the par delivery 
market. During this study, Omaha prices seemed more available to south­
ern producers, at least through the newspapers, than Peoria prices. Third, 
the study was restricted to 1971 because of the illiquidity of the live-hog 
futures market until the last few years, and due to the large amounts of 
data to be handled when working with multiple markets on a daily basis. 

Markets and Grades Selected 

Three Southern hog markets were selected for use in the study: the west­
ern Kentucky (purchase area) buying stations; the Southeast direct mar­
ket (southwestern Georgia and adjacent areas of Alabama and Florida); 
and the North Carolina auctions. By southern standards, these are regions 
of concentrated slaughter-hog production and marketing. Their markets 
also have the virtue of having daily price reports made for them. Prices 
in Kentucky, the Southeast market, and at Omaha were reported on the 
basis of USDA grades. Delivery specifications for the live-hog contract 
are also on the basis of USDA grades. Prices for North Carolina, however, 
were reported on the basis of a state grade, called "North Carolina Top 
Hog." Prices were not reported for any lower grades in North Carolina. 
While a state grade does not necessarily conform to U.S. grade standards, 
"North Carolina Top Hogs" are reported to be essentially comparable to 
U.S. l's and 2's weighing 200 to 220 pounds (Holland, Purcell, and 
Hague, 1972). 

Hedging Systems 

Two hog production and marketing systems were postulated for purposes 
of calculating hedging results. The systems differ by the length of run 
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of the hedge. The longer-run system was a farrow-finish system, in which 
a hedge was placed when pigs were farrowed and lifted 174 days later 
when the finished hogs were assumed to be marketed. The second system 
was envisioned as a specialized feeding enterprise in which 50-pound 
feeder pigs are fed to market weight. The hedge was assumed to be placed 
at the time the feeder pigs were purchased and lifted 106 days later when 
the finished hogs were marketed. The lengths of the hedges, 174 and 106 
days respectively, were derived from National Research Council growth-
rate standards and expected lengths of time necessary to achieve a market 
weight of 225 pounds (National Research Council, 1970). Variation 
around the mean growth rate would cause a dispersion of weights and 
grades around this mean weight so that individual lots of hogs might fall 
into any of the reported grade and weight ranges. 

Method of Calculation 

Hedging revenues were calculated for the two hedging systems for each 
reported grade in the selected markets for 1971. Equation 1 describes the 
calculation process employed. Calculation was oriented on the marketing 
date, with hedges placed 174 and 106 days prior to that date. If any 
indicated hedging date fell on a weekend or holiday, the hedge was placed 
on the next available date on which hog futures contracts were traded. 
Hedges were assumed to be lifted on the same day hogs were marketed, 
or on the next available date in the few cases where holidays did not 
coincide. 

Marketings which took place in a contract-delivery month were as­
sumed to be hedged in that contract up to the 15th of the month. Market­
ings which took place after the 15th were assumed to be hedged in the 
next contract, as were marketings in noncontract months. That is, market­
ings for January, 1971, and for February, through the 15th, were assumed 
to be hedged in the February contract. Marketings for February 16, 
through April 15, were hedged in the April contract, and so on. The 15th 
of a contract month was used as the cutoff point rather than the 20th, 
when contracts normally expire, in order to avoid liquidity problems which 
might arise nearer the expiration date. 

Daily closing prices of futures contracts and the midpoints of daily 
trading ranges reported for cash-market hogs were the prices used in the 
calculations. Means, variances, and covariance components for hedging 
revenues, and realized-hedging errors were calculated according to Equa­
tions 1 and 10 respectively. These statistics were adjusted for missing cash-
price data. No attempt was made to interpolate missing data from nearby 
prices. 
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Results 

Hedging-revenue results are summarized in Table 1. 
Reported grade and weight ranges are not uniform among markets. 

The lightest-weight, highest-grade range reported in the Kentucky market 
is the same as the mediumweight, medium-grade range at Omaha. Also, 
the weight ranges in the Southeast market are somewhat larger than at 
Omaha. This raises a question of differences in variances of cash prices 
between markets, which can be answered empirically. Inequality of vari­
ances can occur because of differences in market level; that is, between 
auctions, terminals, and so forth. However, the perfectly competitive spa­
tial market model discussed previously would suggest equal variances. 
Differences in market level cause differences in exchange costs which, like 
transfer costs, will be reflected in price differentials. 

With respect to location-basis variability, the focus of attention is on the 
variances presented in Table 1. To review the conditions of the hypothesis 
of location-basis variability, if hedging-revenue variances can be shown to 
be unequal, then location-basis variability is presumed to be present. Bart-
lett's test of equality of variances has been used to test the null hypothesis 
of equality in cash-market price variances and in hedging-revenue vari­
ances. Results of these tests are presented in Table 2. 

The figures shown in the top portion of Table 2 are the Bartlett's test 
statistics for equality of variances of the variables shown on the rows for 
the grade and weight classes shown in the columns. The figures in the 
lower portion of the table show the critical values of F against which the 
test values should be compared. F-ratios greater than the critical values 
indicate significant differences among the variances compared in the test. 
No test statistic exceeds its critical value. Cash-price variances within 
grades, and hedging-revenue variances are not significantly different from 
one another. This means that there is no indication of significant location-
basis variability. Of course, the test that was employed called for identical 
grades in all markets. This was not possible, but the wider reporting ranges 
in the Southern markets would, if anything, increase variance differences 
with respect to Omaha so that the test results are strengthened rather than 
weakened by the reporting differences. 

The implications of the results of the variance tests are fairly clear. 
Location-basis variability was not a significant factor for Southern market 
hedgers in 1971. As far as basis was concerned, they could hedge as effec­
tively as their colleagues in the Omaha area. As shown by the hedging-
revenue means in Table 1, mean revenues were less in the Southern mar­
kets, but so were cash-market means. Mean hedging revenues corre­
sponded to the spatial price surface. 
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TABLE 1 
HOG PRICE AND HEDGING-REVENUE SUMMARY STATISTICS 

BY GRADE, FOUR MARKETS, 1971 

Market/Grade 

Omaha terminal 
market 

(252 observations) 
U.S. 1-2 
(200-220 pounds) 
U.S. 1-3 
(200-240 pounds) 
U.S. 2-4 
(240-270 pounds)-

Kentucky buying 
stationsb 

(254 observations) 
U.S. 1-3 
(200-240 pounds) 
U.S. 2-1 
(190-240 pounds) 
U.S. 2-4 
(240-260 pounds) 

Southeast direct 
(251 observations) 

U.S. 1-2 
(200-230 pounds) 
U.S. 2-3 
(190-240 pounds) 
U.S. 2-4 
(240-270 pounds) 

North Carolina 
auctions 

(242 observations) 
North Carolina 

top hog 

Cash Market 
Price" 

Mean 

19.31 

19.03 

18.36 

18.56 

18.14 

17.73 

18.46 

17.83 

17.33 

17.96 

Variance 

2.39 

2.45 

2.45 

2.72 

2.79 

2.85 

2.52 

2.62 

2.66 

2.71 

Hedging 

Farrow-Finish 

Mean Variance 

20.36 

20.09 

19.41 

19.61 

19.20 

18.79 

19.51 

18.88 

18.39 

19.03 

2.57 

2.61 

3.01 

2.83 

2.88 

2.89 

2.97 

3.06 

3.10 

2.98 

Revenue8 

Feeder-

Mean 

19.25 

18.97 

18.29 

18.48 

18.07 

17.66 

18.41 

17.77 

17.28 

17.91 

Pig-Finish 

Variance 

4.58 

4.78 

5.20 

4.77 

4.81 

4.84 

4.81 

4.88 

4.90 

4.79 
a Dollars per cwt. 
» A fourth grade of heavy hogs is reported for Kentucky but not included here. 
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TABLE 2 
BARTLETT'S TEST OF EQUALITY OF VARIANCE OF CASH HOG PRICES 

AND HEDGING REVENUES BY GRADE, FOUR MARKETS, 1971" 

Test Item 

Cash prices 
Farrow-finish hedging system 
Feeder-pig-finish 

hedging system 

F.05(3,oo) 

F.05(2,oo) 

Lightweight, 
High-Grade 

Hogs 

1.60 
1.06 

0.31 

2.60 

Mediumweight, 
Medium-Grade 

Hogs 

(F-ratios) 
0.54 
0.80 

1.05 

Critical values 

2.99 

Heavyweight, 
Low-Grade 

Hogs 

0.70 
0.17 

0.19 

2.99 
a The procedure for Bartlett's test of equality of variances is summarized in Ward and Fletcher 
(1971). 

Inspection of the variances of the two hedging systems shows that timing 
of the hedge had a great effect on the variability of results. Location, how­
ever, had no bearing. 

A question does arise about the effectiveness of hedging in any location 
when hedging-revenue variances are compared to corresponding cash-
market variances. Variances tend to be slightly larger for the farrow-
finish hedging system and considerably larger for the feeder-pig-finish 
system. However, such comparisons are implicitly ex post in nature. As 
previously pointed out, hedging effectiveness also needs to be evaluated 
ex ante, from the point of view of the expectations held at the time hedges 
were placed. The realized-basis component of hedging error provides a 
partial measure of ex ante hedging effectiveness. Data for this component 
are presented in Table 3. 

The means of the realized-basis statistics of Table 3 primarily reflect 
spatial differentials and are of little concern here. Comparing variances 
in Table 3 with the corresponding values in Table 1, note that variances 
of realized basis were substantially less than hedging-revenue variances, 
and they were substantially less than corresponding cash-market price 
variances. They, too, showed no location effect. While total hedging-error 
variances may have differed from realized-basis variances, depending on 
the skills of the hedgers who might have been in the market in 1971, the 
data indicate that price risk from the ex ante point of view could have 
been shifted away from hog producers in 1971. In summary, hedging of 
slaughter hogs in 1971 appeared to have been effective ex ante but ineffec-
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tive from the ex post point of view. In any case, location-basis variability 
did not appear to be present. 

LOCATION-BASIS VARIABILITY FOR FED CATTLE 

Somewhat different problems are confronted when analyzing location-
basis variability for fed cattle as opposed to hogs. In the first place, the 
frequency of price change is much less for cattle. Weekly prices were 
considered adequate to capture the detail of price change for fed cattle, 
where daily prices were employed for hogs. Consequently, a longer time 
span was covered, but this was offset by a profusion of feeding systems. 
Eleven different lengths of hedge were required for four sex-grade com­
binations. In addition to these factors, a structural change took place in 
the Choice steer futures contract during the study period. The par delivery 
point was shifted and a discount delivery point was established in one of 
the distant markets under study. 

TABLE 3 
REALIZED-BASIS STATISTICS FOR HEDGING REVENUES BY GRADE, FOUR MARKETS, 1971 

Market/Grade 

Omaha terminal market 
U.S. 1-2 
(200-220 pounds) 
U.S. 1-3 
(200-240 pounds) 
U.S. 2-4 
(240-270 pounds) 

Kentucky buying stations 
U.S. 1-3 
(200-240 pounds) 
U.S. 2-4 
(190-240 pounds) 
U.S. 2-A 
(240-260 pounds) 

Southeast direct 
U.S. 1-2 
(200-230 pounds) 
U.S. 2-3 
(190-240 pounds) 
U.S. 2-4 
(240-270 pounds) 

North Carolina auctions 
North Carolina top hog 

(Dollars 
Mean 

- 0 . 7 8 

- 1 . 0 5 

- 1 . 7 3 

- 1 . 5 2 

- 1 . 9 4 

- 2 . 3 5 

- 1 . 6 1 

- 2 . 2 5 

- 2 . 7 4 

- 2 . 1 1 

ser cwt.) 
Variance 

1.48 

1.53 

1.85 

1.49 

1.48 

1.44 

1.45 

1.46 

1.47 

1.47 
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Markets, Grades, and Study Period 

Market selection was guided by location of cattle feeding within the South­
ern region and by accompanying availability of price reports. Three mar­
kets were selected: Kentucky, Georgia, and the Southern Plains area of 
Texas and Oklahoma. Omaha was selected as the reference delivery-
point market. Prices in Kentucky and at Omaha were reported on the 
basis of terminal market sales. Prices in the Georgia region (reported 
from Thomasville) were on a direct, at-plant basis for Choice steers and 
from auction sales for other grade-sex combinations. Prices in the South­
ern Plains region were reported F.O.B. feedlots, assuming a 4 percent 
shrink. Four grade-sex combinations were reported from all markets: 
Choice steers, Good steers, Choice heifers, and Good heifers. Where dif­
ferent weight ranges were reported for the same grade of cattle, as was 
the case for Choice steers in the Southern Plains, prices for the lighter 
weight range were used. 

The study period selected was January, 1969, through June, 1972, a 
total of 21 successive contract periods. This time span encompassed a 
structural change in the Choice-cattle futures contract. With the August, 
1971 contract, the par delivery point was shifted to Omaha. Prior to that, 
Omaha had been a delivery point, but at a 75 cents per hundredweight 
discount. At the same time, Guymon, Oklahoma, which is in the Southern 
Plains area, was designated a delivery point at a $1 per hundredweight 
discount. The discontinuity in hedging results caused by the structural 
changes was taken into account by shifting the time focus of the study to 
a contract-period basis and using pooled within-contract variances for 
purposes of hypothesis testing. The Southern Plains area was treated as a 
distant market throughout the study period despite the establishment of 
a delivery point there. Justification for this lay in the fact that the delivery 
point was in effect only for the last six contracts and because, as shown 
by Crow, Riley, and Purcell (1972), the delivery discount appears to be 
so unrealistically large as to render the point ineffective. 

Hedging periods were derived from postulated feeding systems which 
were differentiated by sex, grade, and breed of feeder cattle. Times on 
feed were derived for these different types both as weaned calves and as 
backgrounded yearlings from National Research Council rate-of-gain stan­
dards. Hedging periods were assumed to be equal to times on feed. That 
is, hedges were assumed to be placed in the week cattle were placed on 
feed and lifted the week they attained target finishing weights. These data 
are summarized in Table 4. 

Hedging revenues were calculated according to Equation 1 for all the 
grade-sex-hedge length combinations shown in Table 4. Hedging-revenue 
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variances were calculated according to Equation 3. Moments were taken 
about individual contract means. Variances were then pooled for the 21 
contracts represented in the data. This procedure avoided any difficulties 
that might have arisen from the structural shift in the futures contract. 
This procedure also served to focus on the variability within contracts, 
which is the relevant component for location-basis analysis. Due to the 
wide range of cattle prices during the study period, taking moments about 
the overall mean would have included among-contract variances so large 
as to mask the within-contract components. 

Procedures used to calculate hedging revenues were similar to those 
used for hogs. Marketings in the contract month were assumed to be 
hedged in that contract up to the week containing the 20th of the month 
(the expiration date) and in the succeeding contract thereafter. Market­
ings in months without contracts were hedged in the nearby contract. 
Thus, hedges were placed in each contract for a two-month period. 

Results 

Summary statistics for fed-cattle hedging revenues are presented in Table 
5. The cash-market and hedging-revenue means presented are overall 
means, while the variances are pooled within-contract variances. The 
number of weeks of observations is also included. No attempt was made 
to interpolate for missing prices. Missing prices were especially trouble­
some for the Georgia market, where quantities of cattle offered were often 
considered too small to establish a meaningful price. Even so, sufficient 
observations were available to estimate variances for every contract except 
the December, 1970 contract for Choice heifers in Georgia. 

As in the case of hogs, location-basis variability is presumed to be sig­
nificant if the hypothesis of equality of hedging-revenue variances for a 
specific grade and length of hedge is rejected, given that cash-market price 
variances among markets are equal. Bartlett's test of equality of variances 
was first applied to cash-market prices. If the hypothesis of equality of 
cash-market price variances was accepted for a given grade of fed cattle, 
tests of equality of variances were then performed for the hedges postu­
lated for the grade. On the other hand, rejection of the hypothesis of 
equality of cash-market price variances halted the test procedure. If cash-
price variances are not equal for a particular grade, nothing definite can 
be said about the relationships among hedging-revenue variances. Results 
of this analysis are summarized in Table 6. The hypothesis of equality of 
cash-market price variances could be accepted only for Choice steers. 
F-ratios for the other grades were beyond the critical limits of the F-dis-
tribution test statistic. Thus, for fed cattle other than Choice steers, the 
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TABLE 5 
SUMMARY STATISTICS FOR FED-CATTLE HEDGING REVENUES 

FOUR MARKETS, JANUARY, 1969 —JUNE, 1972 

Prices, Hedging 
Revenues 

Choice steers 

Number of weeks 
Cash price 

Mean 
Variance 

31-week hedge 
Mean 
Variance 

30-week hedge 
Mean 
Variance 

25-week hedge 
Mean 
Variance 

Good steers 

Number of weeks 
Cash price 

Mean 
Variance 

29-week hedge 
Mean 
Variance 

27-week hedge 
Mean 
Variance 

25-week hedge 
Mean 
Variance 

22-week hedge 
Mean 
Variance 

Choice heifers 

Number of weeks 
Cash price 

Mean 
Variance 

19-week hedge 
Mean 
Variance 

16-week hedge 
Mean 
Variance 

Omaha 

178 

31.13 
.73 

28.62 
.39 

28.65 
.41 

28.84 
.47 

181 

28.68 
.57 

26.24 
.37 

26.32 
.40 

26.39 
.41 

26.56 
.45 

181 

30.23 
.77 

28.31 
.65 

28.52 
.61 

Kentucky 

(Dollars 

181 

31.12 
.87 

28.59 
.62 

28.63 
.60 

28.83 
.67 

181 

28.21 
1.00 

25.76 
1.04 

25.84 
1.02 

25.92 
1.00 

26.08 
1.15 

179 

30.23 
.81 

28.29 
.71 

28.51 
.67 

Georgia 

per cwt.) 

159 

31.75 
.76 

29.11 
.63 

29.15 
.67 

29.37 
.80 

171 

28.71 
.31 

26.19 
.57 

26.29 
.63 

26.38 
.61 

26.54 
.74 

133 

30.14 
.49 

27.81 
.99 

28.05 
.84 

Southern 
Plains 

179 

31.01 
.94 

28.45 
.59 

28.49 
.58 

28.68 
.64 

177 

29.08 
.63 

26.64 
.43 

26.73 
.47 

26.81 
.45 

26.98 
.44 

180 

29.66 
.68 

27.73 
.63 

27.94 
.65 
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TABLE 5 (cont.) 

Prices, Hedging 
Revenues 

Good heifers 

Number of weeks 
Cash price 

Mean 
Variance 

21-week hedge 
Mean 
Variance 

17-week hedge 
Mean 
Variance 

13-week hedge 
Mean 
Variance 

Omaha 

180 

27.56 
.57 

25.51 
.48 

25.80 
.61 

26.08 
.56 

Kentucky 

(Dollars 

181 

27.04 
.90 

24.98 
.90 

25.27 
.97 

25.55 
.90 

Georgia 

per cwt.) 

173 

27.40 
.29 

25.30 
.79 

25.58 
.72 

25.88 
.67 

Southern 
Plains 

170 

28.38 
.58 

26.33 
.54 

26.61 
.62 

26.88 
.66 

analytical procedure breaks down. Tests of hedging-revenue variances 
were therefore performed only for hedges postulated for Choice steers. 
As indicated in Table 6, F-ratios for these tests were significant, indicating 
differences in hedging-revenue variances among markets. 

These results appear discouraging from the standpoint of hedging in 
the South and Southern Plains. A basis for hedging seems to exist in 
Choice steers, which is the most important class of fed cattle and is also 
the deliverable grade for the futures contract. Cash-market price variances 
appear to be equal, which is in conformity with the theoretical prerequisite 
for hedging in distant locations, a spatially competitive market. However, 
as was mentioned before, lags in price adjustment among market locations, 
which do not necessarily show up in cash-price variances, will show up in 

TABLE 6 
BARTLETT'S TEST OF EQUALITY OF VARIANCES OF FED-CATTLE PRICES AND HEDGING 

REVENUES, BY GRADE, FOUR MARKETS, JANUARY, 1969 TO JUNE, 1972 

Test Item 

Cash prices 
31-week 
30-week 
25-week 

Choice 
Steers 

1.10 
3.89" 
3.28" 
3.63" 

Good Choice 
Steers Heifers 

(F-ratios) 
16.85a 2.94a 

Good 
Heifers 

15.61" 

• Indicates significance at 5-percent level. The critical value of F.oo(3, co) is 2.60. 
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hedging-revenue variances where timing of price change is more critical 
to the outcome. Such conditions apparently exist in the market for Choice 
steers, since hedging revenues are significantly different from one another. 
For the other sex-grade combinations, even the more gross aspects of the 
underlying requirement for spatial competition are not met. The inequality 
of cash-market price variances for the markets as a whole, would seem to 
negate the possibility of hedging in distant markets on equal terms with 
the contract-delivery market. 

Further Tests 

The analysis leaves several questions: first, tests of equality of variances 
test the hypothesis that all the variances being examined are equal. Re­
jection of the hypothesis leaves open the possibility that a subset of mar­
kets have equal variances. Thus, especially important is the conclusion of 
significant location-basis variability for Choice steers in the Southern 
Plains region, since this is the most important of the regions being studied. 
Individual F-ratio tests would seem to be called for to examine this ques­
tion. A second question to be explored is an alternative to the test for 
location-basis variability as conceived so far. It can be argued that hedg­
ing is a viable procedure if it succeeds in shifting price risk away from the 
hedger, even if hedging is more effective in some other market area. This 
approach calls for ex post and ex ante comparisons of hedging results with 
price variances in individual markets. 

Table 7 presents individual F-ratio tests for Choice steers. These tests 
indicate the significance of differences of price- and hedging-revenue vari­
ances in the Southern and Southern Plains markets relative to Omaha. 
The F-ratios in the first row of the table indicate no significant differences 
in cash-market price variances, although the ratio for the Southern Plains 

TABLE 7 
INDIVIDUAL F-RATIOS OF CASH PRICE AND HEDGING-REVENUE VARIANCES FOR CHOICE 

STEERS IN THREE MARKETS COMPARED TO OMAHA, JANUARY, 1969 TO JUNE, 1972* 

Test Item 

Cash price 
31-week hedge 
30-week hedge 
25-week hedge 

Kentucky 

1.20 
1.59b 

1.47b 

1.45b 

Georgia 

(F-ratios) 
1.03 
1.61b 

1.64b 

1.71b 

Southern Plains 

1.29 
1.52" 
1.42b 

1.36b 

a Source: Table 5. The test statistic is F = Var (i)/Var (Omaha) for price and revenue variances. 
The critical value of F is approximately 1.33 at the 5-percent significance level for Kentucky and 
the Southern Plains and 1.35 for Georgia. 
b Indicates significance at the 5-percent level. 
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market is very close to the critical value of F. Ratios in the next three 
rows of Table 7 test differences between hedging variances. These were 
all significantly greater than comparable variances at Omaha. These re­
sults indicate that the conclusions drawn from Table 6 apply to the study 
markets individually as well as in the aggregate. There is, however, a 
tendency for the F-ratios to fall as hedging periods become shorter. The 
question of location-basis variability for even shorter hedging periods will 
be considered later in this report. 

Table 8 presents individual F-ratio tests for comparisons between the 
Southern Plains market and Omaha for the nondeliverable grades. Table 
8 shows that cash-price variances are not significantly different, nor are 
any of the hedging-revenue variances significantly different between these 
two markets. As will be shown later, grade-basis variability renders these 
hedges less effective than Choice steer hedges. Still unclear is whether 
grade-basis variability is masking location-basis variability through an 
interaction effect or if, in fact, location basis is only significant for Choice 
steers in the Southern Plains market. 

Table 9 provides an alternative set of measurements of hedging effec­
tiveness. In Table 8, hedging-revenue variances are expressed as percent­
ages of cash-price variances for the indicated grade and sex at each mar­
ket. Thus, the lower the index or percentage, the greater is the reduction 
in revenue variance relative to cash marketing. While formally less satis­
factory than measurements against pooled among-market variances, these 
indexes do provide some indications of the potential for shifting price 

TABLE 8 
INDIVIDUAL F-RATIOS OF CASH PRICE AND HEDGING-REVENUE VARIANCES 

FOR NONDELIVERABLE GRADES IN THE SOUTHERN PLAINS COMPARED 
TO OMAHA, JANUARY, 1969 —JUNE, 1972" 

Good Choice Good 
Test Item Steers Heifers Heifers 

(F-ratios) 
Cash price 1.10 0.89 1.03 
29-week hedge 1.17 
27-week hedge 1.20 
25-week hedge 1.10 
22-week hedge 1.03 
21-week hedge 111 
19-week hedge 0.97 
17-week hedge 1 • 02 
16-week hedge 1 -06 
13-week hedge 1.19 
1 Source: Table 5. The critical value of F is 1.33 at the 5-percent level of significance. 
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TABLE 9 
RATIOS OF HEDGING-REVENUE VARIANCES TO CASH-MARKET PRICE VARIANCE, 

FOUR MARKETS, JANUARY, 1969 TO JUNE, 1972 

Hedge Type, 
Length 

Choice steer 

31-week hedge 
30-week hedge 
25-week hedge 

Good steer 

29-week hedge 
2 7-week hedge 
25-week hedge 
22-week hedge 

Choice heifers 

19-week hedge 
16-week hedge 

Good heifers 

21-week hedge 
17-week hedge 
13-week hedge 

Omaha Kentucky Georgia 

(Percentage of cash-market price 

53 
56 
64 

64 
69 
73 
78 

84 
79 

85 
107 
98 

70 
69 
77 

104 
102 
100 
116 

88 
82 

100 
108 
101 

83 
89 

105 

186 
204 
200 
240 

202 
172 

272 
248 
229 

Southern 
Plains 

variance) 

63 
62 
67 

68 
75 
72 
69 

92 
95 

92 
106 
113 

SOURCE: Table 5. 

risk at these markets. The indexes for Choice steers show that hedging is 
more effective at Omaha, although there seems to be some convergence 
of results at Omaha and the Southern Plains as hedging periods are short­
ened. A similar convergence effect for these markets appears in the indexes 
for good steers. In fact, the index for the 22-week hedge is lower in the 
Southern Plains than at Omaha. Indexes for Choice heifers are lower at 
Omaha than in the Southern Plains, and for Good heifers the indexes 
indicate about equal ineffectiveness. Grade-basis variability is apparent in 
the indexes for both these markets. Index values rise as grade and sex 
diverge from the contract delivery specification of Choice steers. 

Results for Kentucky indicate that hedging is only moderately effective 
for Choice steers, less effective for Choice heifers, but little different from 
Omaha, and ineffective for Good steers and heifers. Results for Georgia 
indicate that hedging is generally ineffective there. However, the explosive 
results for Choice heifers and for Good steers and heifers probably exag­
gerate the degree of ineffectiveness. Table 5 shows that price variances 
for these grades were all substantially below comparable variances in other 
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markets. These variances are probably understated and reflect reporting 
procedures used for the auction markets where they were registered. Prices 
were apparently reported on the basis of fairly broad ranges within which 
considerable price variation could take place with no reported price 
change. Since cash-market prices have been measured by their midpoints 
in this study, a change in range had to occur before a price change was 
recorded. Thus, the breadth of reporting range for the Georgia auctions 
caused an underestimate of price variances and a consequent exaggeration 
of the variance ratios. However, the fact that such price ranges can per­
sist indicates a tenuous tie with the national market, so that hedging is 
probably ineffective in these grades in any case. Results for Choice steers 
would indicate this. Prices for this grade were reported on a direct basis 
and were much more responsive to national market-price fluctuations. 
Even so, the leads and lags in adjustments of location variability occurred, 
and, as the indexes indicate, hedging of Choice steers was only marginally 
effective for Georgia. 

The hedging effectiveness indexes of Table 9 are essentially ex post in 
nature as they relate hedging results to prices obtained. As has been shown, 
ex ante measures which relate hedging results to expectations are also 
appropriate measures of hedging effectiveness. Table 9 also shows that 
only a portion of this relationship, which was called hedging error, can 
be observed from market data. Quantifiable measures of the component 
(realized basis) were expressed in Equations 10 and 11, and their use has 
been demonstrated in the section on hogs. Realized-basis statistics were 
calculated for fed cattle, and the results are presented in Table 10. 

The realized-basis means presented in Table 10 represent mean differ­
ences between cash prices and Choice cattle futures prices for the nearby 
contract. They give some measure of spatial price differentials. However, 
these means are not adjusted for the change in par delivery market. 
Realized-basis variances are pooled within contract variances and are un­
affected by the structural change. As before, direct comparisons of vari­
ances among markets can be made only where cash-price variances are 
not significantly different among markets. This condition holds only for 
Choice steers. The hypothesis of equality of realized-basis variances for 
Choice steers was rejected, as was the case for Choice steer hedging-reve­
nue variances. The two tests should then reach the same conclusion, since 
realized-basis variance is an important component of hedging-revenue 
variance. Variance ratios must be relied upon for comparisons of the 
other grades (see Table 11). 

The variance ratios shown in Table 11 are computed in the same man­
ner as the ratios in Table 9, except that realized-basis variances are the 
numerators in these ratios. They are to be interpreted in much the same 
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TABLE 10 
REALIZED-BASIS MEANS AND VARIANCES BY GRADES, FOUR MARKETS, 

JANUARY, 1969 TO JUNE, 1972 

Grade and Class 
of Fed Cattle 

Choice steers 

Mean 
Variance0 

Good steers 

Mean 
Variance 

Choice heifers 

Mean 
Variance 

Good heifers 

Mean 
Variance 

Omaha 

- 0 . 5 2 
.39 

- 2 . 9 6 
.33 

- 1 . 4 2 
.39 

- 4 . 0 5 
.36 

Kentucky 

(Dollars 

- 0 . 5 3 
.56 

- 3 . 4 3 
.95 

- 1 . 4 4 
.50 

- 4 . 6 0 
.73 

Georgia 

per cwt.) 

0.02 
.62 

- 3 . 0 1 
.56 

- 1 . 7 2 
.70 

- 4 . 2 4 
.53 

Southern 
Plains 

- 0 . 6 5 
.51 

- 2 . 5 7 
.35 

- 2 . 0 0 
.46 

- 3 . 1 2 
.43 

» Bartlett's test statistic is 2.95, which is significant at the 5-percent level, indicating that realized-
basis variances are different among markets. 

way as before; that is, the lower the ratio, the more effective the hedge 
is in shifting price risk (in this case from the ex ante point of view). It 
will be noted that the ratios for Choice steers at Omaha and the Southern 
Plains are very nearly the same. Thus, when compared on the basis of 
their own price variances, hedges in these markets are equally effective. 
This seems to contradict the result from Table 10. T h e individual F-ratio 
between these markets' realized-basis variances is 1.32, which lies on the 
acceptance side of, but close to, the boundary expressed by the critical 

TABLEu 
RATIOS OF REALIZED-BASIS VARIANCES TO CASH-MARKET PRICE VARIANCES 

BY GRADES, FOUR MARKETS, JANUARY, 1969 TO JUNE, 1972 

Grade and Class 
of Fed Cattle Omaha Kentucky Georgia 

Southern 
Plains 

Choice steer 
Good steer 
Choice heifer 
Good heifer 

(Percentage of cash-market price variances) 
53 64 82 54 
58 95 182 56 
51 61 142 67 
64 81 181 74 

SOURCE: Tables 5 and 10. 
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value of F being about 1.33 (see Table 7). This ratio is almost equal to 
the cash-price variance ratio of 1.29 (see Table 7). Thus, when individual 
market cash-price variances are used as denominators (see Table 11), 
the resulting ratios are virtually equal. 

Realized-basis variance ratios for the nondeliverable grades are gener­
ally reduced from comparable ratios presented in Table 9. That is, hedging 
effectiveness appears greater for these grades when viewed in the ex ante 
sense than in the ex post sense of Table 9. Relative effectiveness among 
markets remains unchanged, but hedging in the nondeliverable grades 
seems to gain in effectiveness relative to choice steers when viewed ex 
ante. These comparisons throw an interesting light on the covariance 
term, CV(Pig,Hjm), from Equation 3. This term is present in hedging-
revenue variances but not in realized-basis variances. Values of this co-
variance term vary by location, grade, and length of hedge. The absence 
of this term seems to be primarily responsible for the relative increase in 
hedging effectiveness for the nondeliverable grades in Table 11. 

SPECIAL ANALYSIS FOR CHOICE STEERS 

There is evidence to suggest that the timing of hedges may be important 
in determining the magnitude of location-basis variability. First, there are 
the results of Heifner's study (1969), hedging potential for fed cattle. 
Heifner found no significant difference in hedging effectiveness between 
Omaha and the Southern Plains for Choice steers. No other markets over­
lap between the two studies. Heifner postulated hedges of four months 
duration, which are shorter than the periods used for Choice steers so far 
in this study. Second, there is the apparent convergence of variance ratios 
for Choice steers, shown in Table 9, as hedges are shortened. For these 
reasons, an examination of the effects of shorter hedging periods seemed 
useful. Therefore, a set of long (30 weeks), medium (21 weeks), and 
short (13 weeks) hedges were postulated. Hedging-revenue results were 
calculated for these hedging periods for the four study markets. Timing of 
the 21-week hedge was very close to that assumed by Heifner. The differ­
ence between 4 months and 21 weeks is more apparent than real, since 
Heifner assumed that hedges were lifted prior to the beginning of a de­
livery month, while in this study hedges were allowed to continue for 
another 3 weeks, until the expiration of the contract. Thus, the timing of 
hedge placements are very close, within a week of one another. 

Hedging-revenue results and tests of equality of variances for these 
hedging periods are shown in Table 12. Results for cash-market prices 
and for the 30-week hedge are the same as in Table 6. The additional 
information to be gained from the table relates to the 21-week and 13-
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TABLE 12 
CHOICE-STEER PRICE AND HEDGING-REVENUE SUMMARY STATISTICS, 

FOUR MARKETS, JANUARY, 1969 TO JUNE, 1972 

Item 

Cash price 
Mean 
Variance 

30-week hedge 
Mean 
Variance 

21-week hedge 
Mean 
Variance 

13-week hedge 
Mean 
Variance 

Omaha 

31.13 
.73 

28.65 
.41 

29.07 
.55 

29.64 
.54 

Kentucky Georgia 

(Dollars per cwt 

31.12 31.75 
.87 

28.63 
.60 

29.06 
.73 

29.62 
.73 

.76 

29.15 
.67 

29.60 
.87 

30.20 
.86 

Southern 
Plains 

31.01 
.94 

28.49 
.58 

28.92 
.56 

29.49 
.75 

F-ratio, 
Bardett's 

Test 

1.10 

3.28" 

4.96» 

2.66" 

» Indicates significance at the 5-percent level. The critical value of F.os is 2.60. 

week hedges. Here again, the equality of variances of hedging-revenue 
variances was rejected for both of these hedging periods. Individual F-
ratio tests were conducted with Omaha as the basis of comparison. Results 
of these tests are presented in Table 13, where hedging-revenue variance 
ratios can be seen to be significant for all but the 21-week hedge in the 
Southern Plains. This is the hedge length that comes closest to reproducing 
the hedging situation postulated by Heifner, and this is the only length of 
hedge, of all those studied, for which location-basis variability is nonsig­
nificant for Choice steers in the Southern Plains. 

Examination of covariances and correlations between cash and futures 
prices provides some insights into how the differences in hedging-revenue 
variances originate. As shown in Equation 3, two such covariances are 
components of hedging-revenue variance. First, there is the covariance 
term, CV(Pig,Him), which relates cash prices to the futures prices when 
hedges were placed. Hedging-revenue variance varies directly with this 
covariance term, as shown by its positive sign in the equation. The co-
variance term can be further decomposed to a correlation between cash 
and hedging prices (Equation 4) which likewise has a direct relationship 
with hedging-revenue variance. The second covariance term in which 
cash and futures prices enter, is the term CV(Pig, Cm), which relates cash 
and futures prices at the time hedges are liquidated. This covariance term 
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TABLE 13 
INDIVIDUAL F-RATIOS OF CHOICE-STEER CASH PRICE AND HEDGING-REVENUE VARIANCES, 

THREE MARKETS COMPARED TO OMAHA, JANUARY, 1969 TO JUNE, 1972" 

Test Item Kentucky Georgia Southern Plains 

Cash price 
30-week hedge 
21-week hedge 
13-week hedge 

1.20 
1.47b 

1.34b 

1.33b 

1.03 
1.64b 

1.60b 

1.57b 

1.29 
1.42b 

1.03 
1.38b 

a Data are from Table 12. See Table 7 for test procedures. 
b Indicates significance at the 5-percent level. 

varies by location, but not by hedging period, and is inversely related to 
hedging-revenue variance, like its constituent correlation coefficient. The 
covariance between hedging and covering futures prices, CV(Hjm,Cm), 
varies by hedging period but not by location, and so is of no interest in 
explaining differences between locations. 

Table 14 presents the covariance and correlation statistics of interest 
for the Choice-steer hedges under study. Since differences between Omaha 
and the Southern Plains are of particular concern, attention is directed 
to the first and last columns of the table. Hedging covariances for the 
Southern Plains are larger in absolute terms than the covariances for 
Omaha. In the 30-week and the 21-week hedges, the Southern Plains 
covariances are three or more times as large as at Omaha, and in the 
13-week hedge they are more than twice as large. Obviously the numeri­
cal differences are quite small, but the hedging-revenue variances them­
selves are also small. Then too, such numerical differences as do exist 
between covariances are multiplied by a factor of two in their effect on 
variances. Signs of the covariances are important. When positive, they 
are adding to hedging-revenue variance, and when negative, they are 
reducing variance. Thus, the effect of the covariance differentials is to 
increase hedging-revenue variance in the Southern Plains, relative to 
Omaha in the 30-week and 13-week hedges, and to reduce it in the 21-
week hedge. Hedging covariances are positive or negative, depending upon 
the direction of change of futures prices at the time hedges are placed in 
relation to the direction of change of the ultimate cash prices. Thus, we 
can see to what extent negative price forecasts in the 21-week hedge are 
responsible for the convergence of hedging revenues in the Southern 
Plains and Omaha for this hedging period. 

Curiously, the higher the correlation between the prices at which hedges 
are placed and ultimate cash prices, the higher hedging-revenue variance 
will be and vice versa. The covariance term through which this phenome­
non acts upon hedging-revenue variance is absent from the realized-basis 
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TABLE 14 
COVARIANCES AND CORRELATIONS OF CHOICE-STEER PRICES WITH HEDGING AND 

COVERING FUTURES PRICES, FOUR MARKETS, JANUARY, 1969 TO JUNE, 1972 

Item 

Hedging covariances 

30-week hedge 
CV(Pia, H3o) 
r(Pig, Hso) 

21-week hedge 
CV(Pig, Ha) 
r(Pig, Ha) 

13-week hedge 
CV(Pie, Hi,) 
r(Pig, Hu) 

Covering covariances 

CV(Pi0, G.) 
**V/ iffs C / m / 

Omaha 

.011 

.029 

- . 0 2 1 
- . 0 4 6 

.029 

.058 

.588 

.760 

Kentucky 

(Dollars 

.029 

.071 

- . 0 0 7 
- . 0 1 5 

.041 

.077 

.586 
.687 

Georgia 

per cwt.) 

- . 0 0 7 
- . 0 1 9 

- . 0 0 6 
- . 0 1 2 

.035 

.069 

.471 

.576 

Southern 
Plains 

.034 

.082 

- . 0 7 6 
- . 1 4 6 

.068 

.122 

.632 

.718 

variance measure. Absence of the covariance term causes the convergence 
of the ex ante measures of location-basis variability that were noted in the 
previous section. Thus, a troublesome component of the relationship can 
be avoided by confining measures to an ex ante point of view. However, 
the portfolio-type analyses of hedging strategies which are now popular 
take a fundamentally ex post point of view of hedging outcomes. From a 
hedging analysis standpoint, therefore, the ex post measures of variability 
on which this study has concentrated cannot be ignored. 

Little is known about the behavior of Choice-cattle futures prices over 
the life of a contract, but the negative relationship for the 21-week hedge 
seems unusual. If this is a statistical fluke and the relationship would 
normally be positive, then location-basis variability could be expected to 
be significant for all hedging periods in the Southern Plains. On the other 
hand, if this should happen to reflect some phenomenon of futures-price 
behavior, a new dimension would have to be considered in the timing of 
hedges. Nothing has been said heretofore about the variances and co-
variances of futures prices themselves. Within-contract variances and co-
variances for the various hedging periods considered are presented in the 
Appendix. Variances for the various hedging lengths indicate that futures-
price variance tends to rise gradually, but steadily, over the life of the 
contract. Of course, prices were also rising. Covariances show a complex 
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pattern by falling to almost zero in the 2 2-week hedge and rising there­
after. Again, it is not known whether this represents any consistent pattern 
of price behavior. 

CONCLUSION 

The significance or nonsignificance of location-basis variability for hedges 
placed in one of the live-animal futures markets does not by itself answer 
the question as to whether hedging ought to be undertaken by producers 
in a local market, but establishes whether they have an equal opportunity 
to hedge when compared with producers in other markets. Where loca­
tion-basis variability is significant, it does not rule out hedging altogether. 
Optimum- or minimum-risk hedging strategies may call for a certain pro­
portion of hedging of the inventory of livestock on feed, although this 
proportion will be less than if location-basis variability were not present. 
From the producers' point of view, location-basis variability puts addi­
tional limits on the ability of hedging to shift price risk away from the 
enterprise. From the futures markets' point of view, location-basis vari­
ability reduces the supply of hedges forthcoming from livestock producers. 
Findings of this study indicate that location-basis variability is insignificant 
for slaughter hogs in the Southern markets selected for study, but is sig­
nificant for fed cattle in the Southern and Southern Plains markets. Tak­
ing into account the general growth in livestock hedging, these findings 
would suggest that hedging of live hogs in the South will tend to grow in 
proportion to hedging in other areas, notably the Corn Belt, but that 
growth in hedging of fed cattle will be limited. 

Since the conclusion of significant location-basis variability in the South­
ern and Southern Plains fed-cattle markets has considerable potential 
impact, we should review the procedure by which this conclusion was 
reached. The formal analytical procedure was two-phase: 1) the hypothe­
sis of equality of variances of cash-market prices was tested, and accepted 
or rejected for the grade of fed cattle being tested; 2) if accepted, the 
hypothesis of equality of variances of hedging revenues was tested by grade 
and length of hedge. If rejected, the test procedure stopped, as inequality 
of price variances was taken as an indication that the spatial market was 
not sufficiently competitive to allow basis-free hedging. Thus, rejection of 
the phase-one hypothesis was taken to be sufficient evidence that location-
basis variability was significant. This conclusion could also be reached by 
rejection of the phase-two hypothesis of equality of hedging-revenue 
variances. 

Readers familiar with statistical procedures will recognize the potential 
in this analysis for making what is known as a Type II error (accepting a 
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hypothesis as being true when it is actually false). Thus, a Type II error 
may have been committed when hog-price variances were accepted as 
being equal among markets, or when Choice-steer price variances were 
accepted as being equal. The absolute magnitude of the probability of 
making a Type II error is never known, but we do know that the prob­
ability decreases as sample size increases. So, while Type II errors may 
have been committed in this analysis, the probability is low because sam­
ples were comparatively large. Some 260 daily observations were used for 
hogs, and about 180 weekly observations were used for cattle. In statistical 
parlance, these samples provided large numbers of degrees of freedom and 
consequently made the tests quite powerful. 

The possibility of making a Type I error (the rejection of a true hy­
pothesis) is always present in statistical analysis, but the probability of 
occurrence can be controlled. Otherwise known as the level of significance, 
the probability for this study was arbitrarily set at 5 percent, which is a 
very conventional level. The consequences of adopting other levels should 
be explored. At a higher level of significance, such as 1 percent, several 
hypotheses that were rejected in this study would have been accepted; 
namely, most of the hypotheses concerning location-basis variability in 
Choice steers. This would most likely have caused a Type II error. At a 
lower level of significance, say 10 percent, perhaps some hypotheses would 
have been rejected that were accepted here. For this study, the 5-percent 
level of significance was preferred. 

This seeming digression on statistical procedures has been presented to 
show that the relatively small, but significant, degree of location-basis 
variability in Choice steers in the Southern Plains can be altered by ma­
nipulating the data and statistical procedures. This would be unwise. The 
data suggest that the fundamental state of spatial competition in the mar­
ket area is healthy, as indicated by the price variances. Needed is the 
elimination of the lags in price adjustment which are causing the basis 
variability to occur. Establishment of a delivery point in the region may 
accomplish this, particularly if the discount is adjusted to accurately reflect 
price differentials between Omaha and the Southern Plains. However, 
more resources may have to be invested in price reporting and studying 
price formation to eliminate the problem. 
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APPENDIX 

MEANS, VARIANCES, AND COVARIANCES OF CHOICE-STEER FUTURES, 
BY LENGTH OF HEDGE, JANUARY, 1969 TO JUNE, 1972 

Hedging Period 

Cover price 
31-week hedge 
30-week hedge 
29-week hedge 
27-week hedge 
25-week hedge 
22-week hedge 
21-week hedge 
19-week hedge 
17-week hedge 
16-week hedge 
13-week hedge 

Mean 

31.64 
29.11 
29.15 
29.19 
29.28 
29.35 
29.52 
29.58 
29.73 
29.87 
29.93 
30.15 

Variance 

(Dollars per cwt.) 
.83 
.15 
.19 
.21 
.25 
.21 
.20 
.28 
.34 
.32 
.26 
.33 

Covariance, 
with Cover 

Price 

.056 

.086 

.097 

.115 

.091 

.004 

.035 

.065 

.133 

.139 

.112 
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The Supply of Storage for Frozen Pork Bellies 
John C. Pickett 

A number of recent authors (Brennan, 1958; Samuelson, 1966; Stein, 
1961; Telser, 1958; Tomek and Gray, 1970; and Weymar, 1968) have 
examined temporal price relations for various agricultural commodities. 
This study is an application of the theory developed by these authors to 
frozen pork bellies which are traded on the Chicago Mercantile Exchange. 

Temporal price relations are concerned with the structure of prices for 
successive time periods. These prices may be the current spot price and the 
past and future spot prices. Also, these prices may be represented by the 
current spot price and the corresponding prices for futures contracts. In 
the case of frozen pork bellies, the futures contracts which are currently 
traded are February, March, May, July, and August. On any given trading 
day, a spot price exists along with a price for each futures contract.1 The 
relationship of these spot and futures prices over time is the essence of 
temporal price analysis. 

Futures markets perform two important functions; they act as a guide 
for inventory levels, and establish forward prices. Both functions are so 
closely intertwined that evidence of their separate performance has not 
been stressed (Tomek and Gray, 1970). This paper examines the first 
function and assumes that the participants determine the second by their 
actions in the market as they react to existing and anticipated inventory 
levels. 

As a consequence of the importance of inventories on futures prices, 
futures markets have originated and have had their highest development 
occur in situations where stocks of annual crops are held continuously 
(Tomek and Gray, 1970). Frozen pork-belly stocks are held continuously, 
in cyclical quantities, but are not a typical annual crop. Two crops are 
generally produced each year resulting from the biologically imposed 
breeding-maturing requirements. Since there are two crops each year and 

John C. Pickett is a public administrator for the State of Arkansas. This paper was 
written in 1972. 

1 If the old contract has matured and the new contract has not begun to trade, 
then the one or more contracts may not be quoted on a particular day. 
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consumption occurs throughout the year, a major role of the pork-belly 
futures market is the temporal allocation of the seasonal inventories 
throughout the consuming year. The accumulation and diminution of 
commercial inventories are guided by the relationship between the cash 
and futures prices. As these inventory adjustments are frequently accom­
panied by the sale and purchase of futures contracts, the price relation­
ships between the spot and various futures contracts closely reflect the 
inventory positions. 

THEORETICAL MODELS 

The Price-Spread Model 

Samuelson (1966) has applied the tools of spatial competitive relations 
to equilibrium commodity prices over time. Consider an agriculture com­
modity whose harvest occurs one day during the year but whose consump­
tion is spread evenly throughout the year. The essential question is: What 
set of prices will have to exist in order to allocate the one-time harvest of 
the crop among the consumers who demand the commodity continuously 
throughout the year? The intuitive answer is obvious. The price will have 
to rise continuously from one harvest to the next, inducing an individual 
to store a portion of the crop until it is required by the consumers. Figure 
1 shows the crop available and successive harvest periods. Figure 2 is the 
inverse of Figure 1, and shows the movement of prices for successive har­
vest periods. Figure 3 shows the supply-and-demand curves which can 
generate the price path traced in Figure 2. Figure 3 is a typical two-
market, back-to-back diagram. The one-time harvest supply is Sx and the 
demand throughout the year is represented by Dx and Dz. Market 1 rep­
resents the harvest market or time period, while Market 2 represents the 

Stocks 

0 Harvest 1 Harvest 2 Harvest 3 Time 

FIGURE 1. THE RELATIONSHIP OF STOCKS AND TIME 
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0 Harvest 1 Harvest 2 Harvest 3 Time 

FIGURE 2. THE RELATIONSHIP OF PRICE AND TIME 

post-harvest market or time period. T12 is the cost of storing the com­
modity from Time Period 1 to Time Period 2. 

Carryover of the commodity from Market 1 to Market 2 will occur 
only if A2 > A± + Ti2 . (Note: the horizontal axis in Figure 3 for Market 
2 is below the horizontal axis for Market 1 by cost of storage, Tn.) Equi­
librium between the two markets (time periods) will occur at the price 
indicated in Figure 3, where A2 = Ax + T12. If the price in Market 2 
does not exceed the price in Market 1 plus storage costs, no carryover will 
occur. If the price in Market 2 does exceed the price in Market 1 by more 
than storage costs, storage will be stimulated, lowering the price in Mar­
ket 2 and raising the price in Market 1 until equilibrium is reached. This 
distributes the harvest from one time period to the next. 

Later time periods can be depicted by similar diagrams with T3i > T23 

> T12 which represents higher storage costs for longer storage periods 
(additional days, weeks or months) . The A2 price in Figure 3 is just one 
point on the curve in Figure 2. Each point on Figure 2 can be generated 
by a Figure 3 with the higher storage costs representing longer storage 
periods. Hence, imagining a whole series of diagrams like Figure 3 in 
succession from harvest-to-harvest will generate the pattern of prices 
traced in Figure 2. Price changes within the crop year are related to 
storage costs. Prices drop in the next harvest period when the new crop 
is available, and the price level from crop year to crop year can vary 
according to demand-and-supply conditions each year. 

Figure 4 is constructed from Figure 3 in order to determine the amount 
of carryover. Curve ESi is the excess supply curve of Market 1 and is 
generated by subtracting Di from St (Figure 3) at all prices. ESX will be 
zero where Z>i = Si, the market clearing price in Market 1. Curve ES? 
is the excess supply curve of Market 2 and is generated from D2 and S2 
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Market 1 

FIGURE 3. BACK-TO-BACK SUPPLY AND DEMAND CURVES 

similar to the process for ES].. Since Market 2 represents a post-harvest 
time period, S2 = 0, which results in ES2 being the negative of D2. The 
point where ESX and ES2 intersect in Figure 4 represents the equilibrium 
price between Market 1 and Market 2 and the quantity of carryover stocks 
between the two time periods if there are no storage costs, or T12 = 0. 

Since storage costs are involved, Figure 5 is constructed from Figure 4. 
The vertical axis measures the price spread, or storage costs, from Market 
1 to Market 2. Curve NN is constructed by subtracting ESX from ES2 at 
each quantity point, the vertical distance between the two curves. Curve 
OAT measures the constant storage costs required to transfer the com­
modity from Time Period 1 (Market 1) to Time Period 2 (Market 2). 
Distance OA equals T12. The amount of stocks which will be carried over 
is determined by the quantity ES2 — ESX — T12l. The equality holds at 
point K and the amount of carryover is OL. 

Figures 3 through 5 can be used to trade the effects of a change in 
supply and/or demand in either market on the size of the carryover stocks. 
For example, if supply increases in Market 1, then ESX shifts to the right, 
NN shifts up, resulting in larger stocks being carried over given constant 
storage costs. 

A refinement of the storage cost curve, OAT, would allow a maximum 
amount of carryover stocks. This maximum would be determined by the 
existing storage capacity. Additional quantities could not be stored at any 
price which is depicted by the vertical portion TU. 

Actual storage costs can be allowed to vary as the size of the carryover 
stocks vary. This is a more attractive assumption, since at low carryover 
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Quantity 

FIGURE 4. EXCESS SUPPLY CURVES 

quantities warehouse operators would be willing to lower their prices as 
the demand for storage space declines. At high levels of carryover stocks, 
additional storage space could be obtained by using the more expensive 
storage facilities and converting storage space, normally used for another 
commodity, to the high storage price commodity. Figure 6 demonstrates 
the original fixed-price storage curve, OATU, and the variable-price 
storage curve, BC. Working, in a classic analysis, conceived this functional 
relationship as a storage supply curve (Tomek and Gray, 1970). 

The objective of the supply-of-storage theory is to explain intertemporal 
price differences between spot and forward prices or between spot and 
expected future spot prices (Weymar, 1968). The cash price depends on 
the supply-and-demand conditions at any moment in time, and the supply-
and-demand conditions in adjacent time periods. A future price for a 

ESj-ES, 

Quantity 

FIGURE 5. PRICE SPREAD AND CARRYOVER STOCKS 
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Price 
Spread 

Quantity of Carryover Stocks 

FIGURE 6. FIXED AND VARIABLE STORAGE COSTS 

particular delivery month depends on the supply-and-demand conditions 
expected to prevail between the current period and the delivery month. 
Thus, the level of prices for all delivery months, including the nearest 
month and the cash price, respond to changes in information concerning 
the relevant supply-and-demand conditions. The interrelationships be­
tween successive prices may also change, but mainly in response to the 
level of current inventory (Tomek and Gray, 1970). 

As demonstrated in Figure 6, the spread between the future price and 
the spot price is a function of inventory levels. This spread is the price 
of storage and is normally positive. A positive storage price reflects the 
carrying charges of inventory from one time period to the next. An inverse 
carrying charge is said to exist when this price spread is negative. An 
inverse carrying charge indicates that a scarcity exists for current inven­
tory, causing the cash price to exceed the future price plus storage costs. 
In Figure 6, a negative price spread occurs at low inventory levels. 

The Holding Cost Model 

Consider a commodity that has no organized futures market such as in­
ventories for manufactured goods. What benefits do these inventories 
provide to their owners? There are two types of yields that may accrue 
from holding such inventories: 

THE STOCKOUT YIELD 

Inventories eliminate the possibility that an order cannot be filled because 
the production run cannot produce the amount that is ordered within the 
designated delivery period. 
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THE COVERAGE YIELD 

A second yield is produced by reducing the frequency of price changes for 
the finished goods. Stability of finished-goods prices is encouraged by alter­
ing the price only when raw-material prices deviate significantly from the 
prices of finished goods. An inventory of raw materials requires that a 
large quantity of that inventory be put into the production process before 
the replacing inventory prices cause the finished-goods prices to be altered. 
This yield is nothing more than stating that a large inventory makes aver­
age raw-material prices change more slowly than a small or nonexistent 
inventory which reduces both frequency and size-of-price changes for the 
finished goods. 

The marginal inventory holding cost (MC8) is equal to the storage costs 
(Cs), minus the stockout yield (R8), minus the coverage yield (Rc) 
(Weymar, 1970). 

MCS = Cs - Rs - Rc (1) 

Storage costs include the normal warehousing, insurance, and interest 
costs of holding a unit of inventory. Figure 7 shows the relation of storage 
costs and inventory levels while Figures 8 and 9 show the relation of stock-
out yield and coverage yield and inventory levels. Note that in Figure 9 
coverage yield becomes negative for large inventory positions, since price 
rigidity in the face of competitor price reductions produces a negative 
yield for the large inventory. If MCS is calculated at each price by Equa­
tion 1, Figure 10 will result. Note that at large inventory levels, MC8 = 
Cs since Rs approaches zero and Rc becomes zero then negative for larger 
inventories. 

The functions in Figures 6 and 10 are equivalent. The discussion pre­
ceding each figure develops the function in a different manner, but the 
results are the same. The equivalence of both arguments is important 
here. The former back-to-back, supply-and-demand curves are used to 
generate excess supply curves which show the amount of inventories car­
ried from one time period to the next. In the latter discussion, the mar­
ginal storage cost has three separate components each of which varies as 
the inventory level varies. The marginal storage-cost function is obtained 
by the linear combination of the three components at each inventory level. 

Implicit in the analysis has been the economic motivation of the indi­
vidual who holds stored inventory as either the price spread varies or as 
the inventory yield varies. The economic function performed by the holder 
of seasonally produced commodities is to provide storage services to the 
market. He is being paid the storage costs T12, T23, and so on. The holder 
of commodity inventories for which no futures market exists requires such 
inventories for manufacturing activities. His return is reflected in the 
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FIGURE 9. COVERAGE YIELD FIGURE 10. MARGINAL COST OF STORAGE 

profits of his manufacturing activities. Storers and processors are not the 
only holders of inventory. Speculators and dealers, acting in a speculative 
capacity, will hold inventory if they expect the price to appreciate at a 
rate fast enough to cover carrying costs and yield a satisfactory return 
(Weymar, 1968). The total inventory is then held by processors and specu­
lators, given the price spread, or the expected rate of price appreciation. 

Either of the two theoretical formulations can be used as the model 
when an empirical estimation of a supply-of-storage function is under­
taken. One of the formulations must be chosen before estimation can be 
undertaken and the supply-of-storage function actually estimated. 
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STATISTICAL ANALYSIS 

Assumptions 

A fundamental problem—-what assumptions are necessary before the 
storage function can be estimated — must be resolved before empirical 
estimates can be discussed. Assuming that the storage function is relatively 
stable, and the demand curve varies, a supply function can be generated 
by plotting the price spread against inventories. Assuming that neither 
the supply nor the demand curve is stable, the plot-of-price spreads against 
inventories produces a series of discontinuous points unrelated to each 
other, because different supply-and-demand curves generate each observed 
point. If different supply-and-demand curves hold for each point, then it 
is impossible to estimate one supply-of-storage function, unless a system of 
simultaneous equations is constructed. If the demand curve is stable and 
the supply curve varies, then the plot-of-price spreads against inventory 
generates a demand for storage function. This paper assumes that the 
supply-of-storage function is stable and the demand curve varies along 
this supply function. Empirical research indicates that the components of 
the cost of storage have been relatively stable over time; hence the supply 
of storage is stable (Brennan, 1958). 

Estimating procedure requires specification of one of the two theoretical 
models. The availability of data has forced the use of the price-spread 
model here. The vertical axis of Figure 10 is identified as costs, while 
the price-spread model identifies this axis as the spread between the future 
and the cash price. There is difficulty in obtaining not only estimates of 
the storage costs and stockout and coverage yields, but also in the func­
tional relationship between quantities and inventory positions. Absence 
of the components of the marginal holding-cost function leads to the ne­
cessity that the price-spread model is the theoretical model being esti­
mated. Price spreads are readily obtainable from published sources. 

Data 

Two types of data are needed to estimate the supply-of-storage function. 
The first is price data necessary to construct the price spreads. These data 
are obtainable from the Chicago Mercantile Exchange Annual Yearbook 
which contains daily price quotations for each futures contract and the 
cash price for different weight frozen bellies. Data points used in estimat­
ing procedures are the weekly Friday closing price for each futures con­
tract and the weekly Friday closing price for 12-14 pound cash frozen 
bellies recorded in dollars and cents. Originally, the contract specifications 
called for delivery of 12-14 pound bellies but currently, delivery can be 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



212 SECTION 4: PRICE RELATIONSHIPS 

made in 10-14 pound bellies. The cash price quotation used is frozen 12-14 
pound bellies. Periodically, the market is closed on Friday. The weekly 
closing price for both the futures contract and cash is then the last trading 
day of the week. 

The second data requirement is inventory positions. These data are 
contained in both the Annual Yearbook and Cold Storage Report. The 
Annual Yearbook contains inventory positions in two geographical loca­
tions — warehouses are located inside Chicago or outside Chicago. Total 
holdings in each location are available on an end-of-week basis in units 
of 1,000 pounds, and are used as the data for inventory positions. The 
number of warehousing facilities contained in the sample varies during 
the time period 1965 to 1970. When a change in the number of ware­
housing facilities occurs, no significant change can be detected in the 
inventory positions. Therefore, no adjustment is made on the inventory 
positions for the number of facilities included in the sample. 

End-of-month figures for frozen pork-belly stocks are published by the 
U.S. Department of Agriculture in Cold Storage Report. The inventory 
positions contained therein are representative of total frozen-belly holdings 
in the U.S. These positions are not used in the analysis for two reasons: 
1) the number of data points is reduced by a factor of four when com­
pared to the weekly positions available in the Annual Yearbook, resulting 
in a loss in degrees of freedom in the estimated equations; and 2) some 
portion of total holdings of frozen bellies reported in Cold Storage Report 
are not deliverable against the futures contracts traded on the Chicago 
Mercantile Exchange because they are not held in approved warehouses 
as are the warehouses identified in the Annual Yearbook totals. 

In addition, inventory positions do not specify the amount held in each 
weight class. Contracts specify delivery of 10-14 pound bellies that should 
be the inventory positions which are related to the price spread. Other 
weight classes are acceptable for delivery, but a price concession is made 
for weight groups other than that specified under the contract-delivery 
conditions. Since storage positions for 10-14 pound bellies could not be 
separated from storage positions of all weight classes, there was no re­
course from using the storage of all weight classes. 

The economic magnitude reflected in the inventory positions conforms 
to the variable measured along the horizontal axis in the price-spread 
model — carryover stocks. The observed inventory positions are: the be­
ginning inventory, plus production or flow into stocks during the period, 
minus consumption or withdrawals from stocks during the period. The 
quantity of stocks is the variable that measures the amount to be carried 
from one time period to a later time period. 
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The time period for the analysis is from the week ending June 5, 1964, 
to May 15, 1970. The starting date marks the beginning of inventory 
positions for both inside and outside Chicago in the Annual Yearbook. 
The ending date is the last date of the maturing May, 1970 futures 
contract. 

The interval between data points is one week. An interval shorter than 
one week would not have inventory positions available from the Annual 
Yearbook. An interval of one day would serve two functions: 1) to intro­
duce inconsistencies in the data interval resulting from holidays and week­
ends, and 2) to magnify the effects of not only speculative inventory posi­
tions but also the effects of speculative activity in the price of futures 
contracts. Fortnightly or monthly data intervals were not used because of 
the loss in degrees of freedom. 

An understanding of the methodology followed in constructing the price 
spreads depends on the institutional arrangement for quoting prices for 
future contracts. At any given point in time, a price is quoted for Febru­
ary, March, May, July, and August maturing contracts. The cash price 
could be subtracted from each quoted price to construct a spread between 
a fixed date in the future for which a known price exists and the cash 
price. For any given week, a price spread is constructed between the 
Friday closing price for each futures contract and the Friday cash price. 
In moving through time, a set of price spreads is constructed for each 
contract for each week. As the old contract matures and the new contract 
begins to trade, the new futures contract price is substituted for the old. 
This procedure results in a set of price-spread observations for each con­
tract from 1964 to 1970. The set of price-spread observations does contain 
missing observations for those weeks where the old contract has matured 
but the new contract has not yet begun to trade. 

The nonavailability of data in appropriate form presents an additional 
problem. The price-spread model related the amount of carryover stocks 
to a price spread between only two time periods. The inventory figures 
used in the analysis can be related to a maximum of five different price 
spreads. For example, visualize a table that includes time for rows, and 
the price spread for each of five futures contracts, and the inventory posi­
tion representing columns. This inventory position can then be related to 
each of the price spreads. An inventory position for a January date can 
be used to deliver against any contract during the year. To conform pre­
cisely to the model, the inventory positions held to settle each of the ma­
turing contracts would need to be available. However, data are not avail­
able in this form so the total inventory position must be related to the 
price spread of each contract maturity. 
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Statistical Estimates 

Construction of the price spread for each contract maturity throughout 
the time period is a straightforward procedure when utilizing Equation 2: 

P = P,-Pc (2) 

where Pf is the futures price and Pc is the cash price. Discussion of Figure 
3 indicated that, as the time period between harvest and consumption 
lengthens, the storage costs of transferring the commodity between time 
periods increases. As the price spread is now expressed in Equation 2, no 
adjustment is made to differentiate a contract that has only one month 
until maturity and one that has 11 months until maturiy. This absolute 
price difference will automatically change, not only as inventory positions 
are altered, but also as the maturity date approaches the current date. 
In order to elirninate the effect on the price spread of the time to maturity, 
price spread is adjusted to reflect the average price spread per week to 
maturity. This adjustment is accomplished by Equation 3: 

P=(P,-Pe)/{t\+l) (3) 

where t = number of weeks until the contract matures. 
One is added to the denominator to eliminate the infinite value for the 

price spread in the last week before contract maturity and to allow for 
the possibility that the last trading day will occur sometime during the 
following week but not on the Friday of the following week. 

An investigator has no knowledge a priori whether or not the average 
price spread per week is a correct adjustment procedure for statistical pur­
poses. Each of the estimated equations which follow were reestimated 
using the unadjusted price spread of Equation 2 instead of the adjusted 
price spread of Equation 3. In every case the results were better using 
Equation 3, as evidenced by a R2 approximately double that of R2 using 
Equation 2 and higher F-values in all cases when Equation 3 was used. 
All following discussions of price spreads are in reference to the spread 
calculated by Equation 3. 

A supply function always has an implicit time dimension associated 
with it. By a time dimension, one is implying that alternative quantities 
will be placed on the market at different prices per same time period 
such as quantities placed on the market during a week, month, quarter, 
or annually. The supply of storage for frozen pork bellies has a time di­
mension of one week, and more than one supply-of-storage function exists 
during a calendar year. These multiple storage functions are a result of 
the number of observations which exist for the futures prices. The precise 
definition of a storage function requires that a price spread be constructed 
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between the cash price and all futures prices. A set of all futures prices 
does not exist. Only futures prices which are represented by the traded 
futures contracts exist at any moment. Therefore, a price spread can be 
constructed between the known cash price and the known (traded) fu­
tures contracts. At any given point in time, a price spread can only be 
constructed for those futures prices represented by the trade futures con­
tracts — February, March, May, July, and August. 

The fixed number of known quoted futures prices allows for the genera­
tion of a number of supply-of-storage functions revealing shifts in the 
function within a calendar year and between years. For example, a storage 
function can be estimated from the first complete set of data using the 
March, 1965 futures contract price. A second storage function can be 
estimated using the May, 1965 futures contract price. Additional storage 
functions can also be estimated using the July, and August, 1965, Febru­
ary, 1966 contract prices and continuing until May, 1970. Note that not 
one but a series of storage functions are being estimated. 

Methodology 

The price-spread model, which provides the theoretical foundation for the 
empirical investigation, fundamentally asks the question: What deter­
mines the quantity of a commodity that is carried over from one time 
period to a later time period? The model defines the determining factors 
as the price spread between the two time periods, and the cost of storing 
the commodity. The model can be expressed in functional form as: 

Q = f(PC) (4) 
where Q = carryover stocks or inventory 

P = price spread as defined in Equation 3 
C = storage costs. 

Equation 4 symbolically shows that carryover stocks depend on the price 
spreads. Omitting C from this equation results in the uncomplicated nota­
tion of the supply-of-storage function. 

Differentiation must be made between this supply-of-storage function 
and a storage function expressed as Equation 5: 

P = f(Q). (5) 

Either equation may be the correct expression of the direction of depen­
dence between price and quantity. No general rule or set of criteria is 
available to choose between the two expressions. The choice depends on 
the model underlying the analysis. The price-spread model states that the 
amount of inventories carried over from the current time period to a 
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future time period depends on the difference in prices between the two 
time periods. 

The methodology for the statistical analysis is as follows: 1) indicate 
the plots of stored inventory and price spreads; 2) demonstrate the results 
of the simple linear-equation model; 3) show why a model which includes 
lagged variables may improve the estimate of the storage function; 4) dem­
onstrate the results of the linear model which includes lagged variables; 
and 5) outline some statistical problems contained in the results. 

PLOTS OF RAW DATA 

The first step in analyzing the data is to plot the quantities of stored bellies 
against the price spread which existed for each maturity date. Figure 11 
is the pictorial representation of the data. At first glance there does not 
seem to be any relation between inventories and price spreads. An obvious 
relation would be indicated when the pattern of points seems to trace a 
straight or some type of curved line. The pattern seems to be best repre­
sented by a horizontal line parallel to the quantity axis. This is similar to 
line AT in the theoretical model as drawn in Figure 6. 

Remember that Figure 11 contains all the data points generated during 
the sample time period. If the storage function has been slowly shifting 
during the sample period, the plot of the raw data would not be expected 
to reveal a perfect supply-of-storage function. The plot of raw data might 
suggest that the intersection of the cost-of-storage curve and the supply-
of-storage function is being observed. Actually, a set of equilibrium points 
is observed because both the cost-of-storage and the supply-of-storage 
function jointly determine the inventory carried from a current time 
period to a future time period. 

Price 

0 Quantity 

FIGURE 11. PLOT OF PRICE AND QUANTITY OBSERVATIONS 
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SIMPLE LINEAR EQUATION 

Since the plot of all data points is best represented by a straight line paral­
lel to the inventory axis (labelled Q) an equation of the form Q = a + 
f3P + e was estimated. The estimated equation over all the data is: 

Q = 34134 + 9503P R2 = .02 (6) 

(637) (1734) F = 15.3 

Durbin- Watson = .03. 

The standard error of each coefficient is shown in paren­
theses beneath the coefficient. 

As indicated in the preceding discussion, there are 27 subperiods in the 
data. Each represents the price spread for a mixed maturity futures con­
tract. There are five futures contracts traded during the time period 
of the data —February, March, May, July, and August. Equations of the 
form of Equation 6 were estimated for each subperiod. Presentation of 
only the R2 values for each subperiod is sufficient to point out that the 
estimated equations explain less than 18 percent of the variation in the 
quantity of stored inventory in any one case, excluding the May contracts. 
Table 1 presents the R2 value by year and futures contract maturity. The 
extremely low R2 values alone are grounds for rejecting the underlying 
price-spread model as the theoretical foundation for the analysis. The 
four R2 values greater than 50 percent for the May contract are signifi­
cant to the analysis for two reasons: 1) the price-spread model does ex­
plain more than one-half of the total variation for the four May contracts, 
and 2) the four May contracts produce an R2 considerably higher than the 
other contract months for four consecutive years which may indicate that 
the price-spread process determining stored inventory positions differs for 
future contract-delivery months. 

INCLUSION OF LAGGED VARIABLES 

The values in Table 1 may indicate either that the theoretical model is 
incorrect, or that independent variables have been omitted which would 
help to explain the variation in the dependent variables. Given all the 
other professional articles which employ the price-spread model and the 
strength of Samuelson's original work, rejection of the price-spread model 
as the basis for this investigation seemed ill-advised. (Variables are as­
sumed to have been omitted from the equation.) 

The next question to examine is to identify the variables (factors) that 
would explain additional variation in the dependent variable. A number 
will immediately come to mind, such as the price of competing meat 
products, supplies of competing meat products placed on the market, 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



218 SECTION 4: PRICE RELATIONSHIPS 

TABLE 1 
R* VALUES FOR EACH SUBPERIOD ESTIMATED FROM EQUATION 6 

Months 

February 
March 
May 
July 
August 

Months 

February 
March 
May 
July 
August 

1965 

.0004 

.472 

.079 

.016 

1968 

.00009 

.003 

.515 

.041 

.016 

1966 

.038 

.122 

.298 

.022 

.065 

1969 

.176 

.001 

.588 

.030 

.041 

1967 

.0002 

.046 

.556 

.057 

.084 

1970 

.002 

.014 

.534 

income levels of consumers, and consumption of pork bellies as measured 
by bacon slice. These and other variables are not included for two reasons: 

1. A desire to avoid the identification problem caused by including 
some variables that reflect both the supply-and-demand relationships. For 
example, if a variable for consumption (bacon slice) is included with the 
price spread, the estimation will reflect combined effects of supply and 
demand which cannot be separated. The statistical results would be diffi­
cult to interpret. 

2. The relation between these omitted variables and the included vari­
ables. All other variables act to position the supply-and-demand curves in 
the two time periods that interact to produce two prices. This paper is not 
interested in defining the position of the supply-and-demand curves for 
the commodity in each time period, but does seek to clarify the amount 
of the commodity that is transferred between time periods. All the effects 
of the omitted variables are reflected in the two prices, and if the variables 
are included, the identification problem will result. 

There are two types of omitted variables — lagged-price spreads, and 
lagged quantity of stored inventory. Justification for including lagged-price 
spreads depends on the decision process followed by those individuals who 
store bellies. The process is indicated to be that past prices are considered 
by individuals supplying storage before storage of bellies is provided. The 
market evaluates or weighs the set of current and past price spreads before 
storage is provided. 

The lagged quantity of stored inventory is included on the grounds that 
there is a distinct time lag in the ability of the market to accumulate or 
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dispose of bellies. Accumulation of bellies is dependent upon hog slaughter 
and consumption, which in the short run responds to hog prices and bacon 
prices, and in the long run responds to the breeding-slaughtering cycle 
which itself is dependent upon hog prices. The disposal of bellies requires 
some time period, because an increase in quantities has to act to decrease 
bacon prices which increases consumption. If the market in the aggregate 
attempts to dispose of bellies in large quantities, then the price will de­
cline, inducing some sellers to alter their decisions and hold or become 
buyers. The inability of the aggregate market to accumulate or dispose of 
belly stocks in a short period is reflected in inclusion of the lagged-inven-
tory position as an independent variable. 

The next question to answer is: How many lagged-price spreads to 
include as independent variables? Market participants generally consider 
all past prices in their decision process when the recent past is weighted 
heavier than the distant past. All past prices cannot possibly be included 
as independent variables, since there is a maximum of only 52 observa­
tions on each subperiod. 

The procedure used to determine the maximum number of past prices 
was spectral analysis. Spectral analysis is a complicated procedure to con­
vert the time domain to a frequency domain. One aspect of spectral anal­
ysis is a coherence function that measures the correlation between two 
variables in the frequency domain. Conversion from the frequency domain 
back to the time domain allows estimation of the relative importance of 
each of the past prices. 

Examination of the coherence function produced a maximum of six 
immediate past prices which were relevant in explaining the variation in 
stored inventory. Since the data interval is one week, the current price 
spread plus the preceding six weekly price spreads, are the price spreads 
included as independent variables. 

The lagged-inventory positions are limited to the one for the immediate 
past. This follows from the Koyck lag technique on a distributed lagged 
equation. Inclusion of lagged-dependent variables as independent vari­
ables in excess of the one in the immediate past period would present the 
estimating equation in an autoregressive form. In autoregressive form, cur­
rent values of a variable can be estimated for all the past values of that 
variable. An autoregressive scheme is not assumed by the price-spread 
model, but could be formulated into the price-spread model. 

Inclusion of lagged prices and inventory can be expressed in functional 
form as Equation 7. The subscripts note the relevant time period associated 
with each variable. 

Qt •= f(Pt, Pt-i, Pt-2, Pt-*, Pt-*, Pt-*, Pt-e, Qt-i) • (7) 
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RESULTS OF THE INCLUSION OF LAGGED VARIABLES 

The estimating equation is in the form of Equation 8. This is a linear 
equation which is a consequence of attempting various nonlinear equations 
to find the best fit. None of the nonlinear forms produced fit consistently 
higher than the linear equation: 

Qt = a + PiPt 4- B2Pt-i + B3Pt-2 •+ p4.Pt-» + fePt-4 + 
BePt-5 + PrPt-e ' + fisQt-i + ««• (8) 

The desire is for all hypothesized variables defined in Equation 7 to be 
supported by statistical analysis. Initial estimates of Equation 8 for all sub-
periods were initiated. Examination of the t- values associated with each 
regression coefficient indicated that in most cases some of the independent 
variables were not significant. A reestimation was made including only 
those variables that were significant at the 10-percent level. The estimated 
equations are shown in Table 2, identified by the sample subperiods. 
Standard errors have been omitted. 

Interpretation of Results 

Consider the first equation for March, 1965. Of the seven possible prices 
and the lagged-dependent variable, only the price spread lagged four 
weeks is statistically significant. The sign of the coefficient is negative, yet 
the price-spread model for the supply function hypothesizes a positive 
relation between price spreads and quantities. The sign of the constant 
or intercept is positive and the model hypothesizes a positive sign. The R2 

is extremely low and the F-value indicates the equation should be re­
jected, which means that either the model or the functional form (linear) 
of the equation should be rejected. A relevant observation is the insignifi­
cance of the lagged-dependent variable. The statistical omission of this 
variable suggests that the one-week lagged quantity does not enter the 
market's decision-making process. 

The second equation is a better estimate for discussion. All prices and 
the lagged quantity (inventory) are statistically significant. The correct 
interpretation of the regression coefficients is: once the equilibrium that 
exists between price spread and inventory is disturbed, the effect of a one-
unit change in price in the current period on the inventory is to reduce 
inventory by 3,273 units if the price change is positive, and by —3,273 
units if the price change is negative. The adjustment back to equilibrium 
does not cease, since the effect on inventory is 26,980 units resulting from 
the price-lagged one period, 47,164 units from the price-lagged two peri­
ods, and so on until the effect on inventory from the price-lagged six 
periods is 29,591 units. The total effect on inventory is the sum of all the 
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222 SECTION 4: PRICE RELATIONSHIPS 

regression coefficients. In this equation the total effect on inventory is 
213,045 units distributed among the lagged prices as indicated by the 
regression coefficients. 

The effect on inventory does not cease after the sixth-lagged price. The 
lagged inventory is significant. The coefficient is 1 — A = .89, therefore 
A = .11. The effect on current inventory of inventory-lagged one period 
is .89 of the preceding inventory figure. A large 1 — A value indicates that 
inventory quantities are adjusting slowly. A small value for 1 — A signifies 
inventories are adjusting rapidly. The Koyck lag technique demonstrates 
that the effect of lagged inventory on current period inventories at the 
cessation of the free lag is dependent upon the magnitude of 1 — A. 

A pictorial representation of the lag structure for the May, 1965 equa­
tion is shown in Figure 12. The graph line connecting the points portrays 
the effect of lagged prices on inventory. The tail of the graph depicts the 
effect of the lagged inventory on current inventory. A value of 1 — A close 
to one makes the line approach the horizontal axis slowly, indicating that 
the process generating the movement back to equilibrium is lengthy. A 
small 1 — A indicates that the movement back to equilibrium occurs 
quickly. Of considerable importance to the analysis, is the observation of 
the magnitude of 1 — A for each equation. A preceding section of this pa­
per noted that both the original price and inventory data contain the 
combined effects of hedging and speculative decision making. The largest 
speculative activity in bellies occurs in the February, July, and August 
futures contracts. The estimated 1 — A values of these three months are 

-3,000 

FIGURE 12. GRAPH OF THE REGRESSION COEFFICIENTS AND LAGS 
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typically lower than the values for the March and May contracts. Since it 
is impossible to disentangle the hedging and speculative activity in the 
data, and knowing which trading months usually receive the most specu­
lative interest, the 1 — A values indicate that the movement back to 
equilibrium is faster in those months when speculative activity is concen­
trated. In the two months that do not receive much speculative attention, 
especially May, the adjustment is much slower. The important conclusion 
is that the time required to restore equilibrium is short when speculative 
activity is large. 

Returning to the discussion of Figure 12, the combined effect of all 
prices on the stored inventory can be represented by the sum of the regres­
sion coefficient associated with each price variable. This sum is represented 
by the area beneath the line connecting each regression coefficient. In 
estimating a supply function, any increase in price should have a com­
bined effect of increasing the quantity supplied. Table 3 presents the sum 
of the regression coefficients for each subperiod. The entries for the May 
equations are those which result from a reestimation of these subperiods 
as presented in the following subsection, Statistical Problems. 

An inverse relationship is indicated between price and quantity in 9 
of the 27 subperiods. An increase in the price spread produces a reduced 
supply of stored inventory. Two possible explanations are available to 
explain these temporarily perverse storage functions: 1) speculative ac­
tivity may completely dominate the hedging activity, or 2) the current 
period's supply of stored inventory which has been committed for sale 
exists in such a small quantity that a large price spread will not induce 
carryover because uncommitted stocks do not physically exist. Neither 
explanation can be proven either true or false. These equations which 
produce an inverse relationship between stored quantity and price must 
not be considered as the correct functional relationship between quantity 
and price. 

The equation for February, 1969 does not contain a significant lagged-
dependent variable. A hypothesized explanation is that speculative activity 

TABLE 3 
TOTAL EFFECT OF ONE-UNIT CHANGE IN PRICE ON THE QUANTITY SUPPLIED 

February 
March 
May 
July 
August 

1965 

- 5 , 5 7 3 
200,840 
- 6 , 7 0 9 
-9 ,516 

1966 

5,241 
9,524 

10,790 
3,470 
9,914 

1967 

-9 ,261 
21,805 

-16,141 
-81,584 

1968 

-23,332 
1,769 

38,509 
3,778 

40,333 

1969 

-9 ,172 
-37,565 

26,578 
11,665 
23,091 

1970 

3,806 
470 

15,156 
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224 SECTION 4: PRICE RELATIONSHIPS 

does not consider the past pattern of stored inventory as an important 
variable when formulating future price expectation. Therefore, the lagged-
dependent variable will not be statistically related to the dependent vari­
able. Since the lagged-dependent variable has been found to be significant 
in the other estimated equations, this equation is probably not representa­
tive of the actual storage function for this period. The March, 1965 equa­
tion also does not contain the lagged-dependent variable. 

The equation for March, 1969 has a negative sign on the lagged-depen­
dent variable. This sign should be positive. A negative sign is indicative 
of an explosive model; 1 — A = —.11 produces A = 1.11. Current inven­
tory positions will be an increasing function of past inventory figures 
which is not an acceptable result given the structure of this market. The 
model should be rejected as an explanation for the supply of storage dur­
ing this subperiod. In examining each of the remaining equations, three 
general observations can be made. First, there is no consistent pattern to 
the statistically significant variables which explain the quantity of inven­
tory. There is no evolutionary pattern through time, and there is no pat­
tern for a given future month between successive years. One would hy­
pothesize a priori that the prices should enter into the decision process in 
an indeterminate pattern. Decision makers would observe a pattern and, 
by engaging in speculative activity, eliminate it. As a result, one observes 
that the statistically significant prices vary among the subperiods in a 
random pattern. 

Second, in these equations where all variables are significant (especially 
May) there is no pattern as to the size of the regression coefficients. The 
contribution one lagged price makes in explaining the inventory varies 
among the subperiods in a random manner. 

Third, the constant term is positive except in only three subperiods, 
indicating that the supply function is positioned as the theoretical model 
hypothesizes. 

STATISTICAL PROBLEMS 

Examination of the F-statistic indicates that the March, July, and August, 
1965, August, 1968, and February and March of 1969 equations should 
be rejected. Those equations which are accepted are indicated by an 
asterisk on the F-value. Rejection of these equations implies that the equa­
tion, and therefore the model, is incorrect for these subperiods. Three of 
the six rejected equations are also rejected for not possessing a lagged-
dependent variable or having a lagged-dependent variable of incorrect 
sign. 

A serious problem arises with the evidence of serial correlation in all 
of the May equations. One assumption necessary for the ordinary least-
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squares estimating technique is that the disturbances in one period are 
independent of disturbances in any other period. Evidence of serial corre­
lation means that the disturbances in one period are dependent upon 
disturbances in earlier periods. The result of serial correlation is that the 
as and j8's are efficient but the sampling variance is incorrect. The con­
sequence of an error in the estimate of the sampling variance occurs when 
one is attempting to predict. The prediction will be biased. 

Why has serial correlation arisen? There are two possibilities: 1) exoge­
nous variables have been omitted from the equation, or 2) the functional 
form of the equation has been misspecified. With respect to the first pos­
sibility, the price-spread model has expanded to include lagged variables 
but not other variables which may generate an identification problem. 
For the second ppssibility, no other functional form has eliminated the 
presence of serial correlation. 

No reason can be found to explain why the presence of serial correla­
tion occurs only in the May equations. If variables have been omitted, 
serial correlation would be expected to occur in the other contract ma­
turity dates. If the functional form is incorrect, the incorrect specification 
would be expected to appear in the other contract maturity dates as well. 

A statistical procedure exists — the grid search method — for removing 
the serial correlation, although specification of either the omitted variables 
or functional form as the cause would be preferred. All significant vari­
ables have been adjusted initially by Equation 9 with p taking the values 
+ .99, •+ .98 , . . . , •+.02,+.01. 

Xt — pXt-i (9) 

The equations have been reestimated for each value of p. Choice among 
all the estimated equations is made on the basis of minimum standard 
error of the residuals. The R2 value is recorded, but is meaningless when 
this adjustment in the original variables is made. The Durbin-Watson 
statistic has improved considerably. These equations seen in Table 4 
should be substituted for the May equations presented in Table 2. 

SUMMARY 

In order to summarize the results of this study, characteristics of the esti­
mated equations must be interpreted in light of the deficiences of the data 
used in the analysis: 

1. The observations on prices contain the effects of pure speculative 
decisions as well as the effects of the storage decisions. Speculative activity 
affects prices which, in turn, affect the amount of stocks carried over. 
Therefore, speculative activity is affecting the estimated relationship be­
tween inventory positions and the price spread. 
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2. T h e price spread can only exist between a known future price and 
the cash price. The known future price only exists for those dates for 
which a futures contract is traded. A price spread constructed between all 
future prices and the cash price would be preferable, but the market does 
not provide this information. 

3. The Chicago Mercantile Exchange delivery specifications state de­
liverable stocks have to be stored after December 1, in order to be deliver­
able at par during the next year. The inventory figures do not specify the 
quantity of new bellies and old bellies. Thus, the inventory figure may not 
be representative of the amount deliverable at par. Certainly, the old 
bellies are not held for delivery against the futures contract at the cessa­
tion of trading of the August contract, yet the quantity of inventory is spec­
ified as being related to the price spread which contains the future price 
observation. Ideally, researchers prefer to relate the quantities and price 
spreads of equivalent variables. 

4. The measured inventory can be delivered against any contract during 
the year. These data do not allow identification of the amount of inven­
tory being held to a certain future date in response to a certain price 
spread that exists between the two dates. Ideally, the number of pounds 
of inventory being transferred to a certain date in the future, and the 
price spread which exists between the two dates would be preferred. 

These deficiencies in the data are referred to as measurement errors. 
The price-spread model requires certain narrowly defined data but the 
data which must be collected contain information in excess of what is 
required. As a consequence, the price-spread model is being used to test 
hypotheses with data that contains the effects of speculation and does not 
relate quantities and price spreads with a fixed time dimension. 

The price-spread model hypothesizes that the amount of inventory trans­
ferred from the current time period to a future time period is a function 
of the price spread between the two time periods and the cost of storing 
the commodity between the two time periods. The model was expanded 
to include lagged-price spreads and lagged-quantities of inventory as inde­
pendent variables. The ordinary least-squares technique was employed to 
estimate a linear function between inventory and the independent vari­
ables for each of the 27 subperiods that existed during the time period for 
which data were collected. 

The statistical tests undertaken on the 27 estimated equations reject 
6 as being the correct functional form to explain the variation in the 
dependent variable. The rejected subperiods are March, July, and August, 
1965, August, 1968, and February and March, 1969. These rejections 
imply that the price-spread model is not an adequate theoretical model 
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for explaining the variation in stored inventory. Other functional forms 
were estimated in an attempt to reformulate the relation, but in all cases 
the F-value indicated the function was to be rejected. Thus, the price-
spread model does not provide the theoretical relation between stored 
inventory and the independent variables for these six subperiods. 

The supply-of-storage theory hypothesizes a positive relationship be­
tween changes in price spreads and changes in stored inventory. Nine of 
the 27 subperiod equations produce a negative total change in stored 
inventory resulting from a unit change in the price spread. Five of the 
nine subperiods are the same subperiods whose estimated equations have 
been rejected earlier on grounds of an insignificant F-value. There remain 
four subperiods whose estimated supply-of-storage function is perverse. 

Perverse supply curves can exist in economic theory. The theory of the 
supply of storage does not hypothesize a negative relation between stored 
inventory and the independent variables. There are only two justifications 
for the negative relationship. First, speculative activity dominates the for­
mation of the futures price which affects the measured price spread. Sec­
ond, the errors in measurement include the effect of speculative activity. 
These two reasons combined tell us the price-spread model is incomplete. 
A function needs to be designed to account for the effect of speculation 
on the futures prices, allowing the statistical procedures to separate the 
speculative effects on futures prices from the effects of price spread on the 
quantity of stocks carried over. In the hypothesized model, both effects 
are comingled and separation is impossible, so the equations should be 
rejected as representing the appropriate supply-of-storage functions. 

Twenty-seven equations were originally estimated and 10 have been 
rejected. The remaining question is: What information is provided about 
the supply of storage for frozen pork bellies from the remaining 17 equa­
tions? The supply of storage is generated by decision makers observing a 
set of current and past price spreads and the inventory positions lagged 
one period. The decision process engaged by individuals who supply 
storage is complex, as observed by the absence of any perceivable pattern 
in which the lagged-price spreads enter into each of the estimated equa­
tions. If some order of entry could be detected, one could hypothesize that 
the decision makers first examine this price spread, second, another price 
spread, and so on. Since there is no apparent order, the conclusion can 
be drawn that while price spreads do explain the amount stored as the 
theory states, the process determining which price spreads influence the 
storage decision is unknown. 

In addition, the absence of any pattern in which prices enter the deci­
sion process is confirmed by the lack of any pattern for the size of the 
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regression coefficients as the supply functions are estimated sequentially. 
This suggests two conclusions: 

1. The market process is dynamic and stable. Being dynamic means that 
the equilibrium price spread and inventory position is constantly changing 
as the supply-and-demand curves for each market time period shift. Sta­
bility implies that once the market is in a disequilibrium position the mar­
ket moves back towards a new equilibrium position. The perverse shape 
of some of the estimated supply functions indicates a temporarily unstable 
market, but this never exists longer than two consecutive subperiods. 

2. If during any subperiod of any one futures contract a perceivable 
pattern is observed, the market participants will react to the pattern, and 
thus eliminate it. All patterns will be eliminated by the actions of the 
market participants with the consequence of the preceding observation. 

Examination of the coefficient of determination indicates that approxi­
mately one-half of the total variation in the amount held in storage can 
be explained by the price spreads and lagged-inventory positions. This is 
an acceptable result considering the effect of speculative activity on price 
spreads which cannot be isolated on this model, and the deficiencies in 
the data. The results also imply that Samuelson's theoretical model can 
be empirically verified with these data. 

An additional insight into the effects of speculative activity can be 
gained by observing the 1 — A values and the coefficient of determination 
for those contract maturity months which traditionally attract speculation, 
and those maturity months which do not typically receive speculative in­
terest. Contracts maturing in May receive the least speculative activity. 
The May equations first estimated produce an extremely high R2 value 
implying that the price-spread model is almost a perfect theoretical base 
for the supply-of-storage function. In the remaining contract maturity 
months which attract speculative activity the R2 values decline as ex­
pected since the price-spread model does not attempt to consider the 
effects of speculation on the amount of inventory transferred to a future 
time period. 

The 1 — A values can be interpreted as an indicator of the speed at 
which the system returns to equilibrium after a one-unit change in the 
price spread. This coefficient for the May equations indicates that the time 
required to restore equilibrium is longer than for the other contract ma­
turities. The absence of speculative activity in this month indicates that 
the market's accumulation and disposal of bellies requires a considerable 
number of weeks before a complete inventory response can be observed, 
raising the perplexing and yet unresolved question: Why does the presence 
of speculative activity, as observed by low R2 values and an a priori knowl-
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edge of the months which attract speculation, produce a short time period 
in which inventory positions respond to changes in price spreads, while 
the absence of speculation produces a longer time period required for 
inventory positions to respond to changes in price spreads? 

The estimated supply functions show that the process generating the 
amount of stocks carried over from one time period to the next is quite 
complex. The independent variables enter the sequence of equations in 
some indeterminate order, and the regression coefficients assume values of 
an unpredictable magnitude. These two observations suggest that there 
is not one supply function which is representative of the supply of storage 
for frozen pork bellies. Each of the estimated functions does indicate that 
some set of past price spreads is the appropriate group of independent 
variables. 

The influence of the lagged-dependent variable is of particular impor­
tance. The rate at which equilibrium is restored depends upon the month 
in which the futures contract matures. The May supply function requires 
a longer period than the other four months and this has also been observed 
for the six May subperiods used in the analysis. The process generating 
the supply functions differs between May and the other subperiods, but 
this process generating the May equations has been more uniform through­
out the data period than any of the other subperiods. 
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The Feeder-Cattle Information System 
P. Thomas Cox and M. Anthony Wright 

This paper analyzes the feeder-cattle information system and proposes 
some revisions in the current categories of feeder-cattle grades. The anal­
ysis proceeded in four steps. First, upon inspection of the teletype market-
news reports from all over the United States, a large amount of informa­
tional noise was discovered consisting of nonstandard grading descriptors 
and inconsistent weight ranges. Second, a survey of the purchasing prac­
tices of Arizona cattle feeders found that they do not rely heavily upon 
the formalized market-news reports because of the noise present. Most 
feeder cattle are purchased after informal telephone discussions with order 
buyers. Third, on the basis of physiological and economic criteria, feeder 
cattle were partitioned into types on the basis of sex class, frame size, 
degree of muscling, and weight. These traits are important when predict­
ing feedlot performance. Fourth, a price simulation, reflecting the situation 
facing feedlots with single-time capacities of 12,000, was run utilizing 
price data from 1957 to 1975. The simulation's objective was to test in a 
market situation the efficacy of the proposed revision of feeder-cattle 
grades. I t demonstrated that there were significant differences between the 
feeder-cattle type and their respective internal rate of return earned over 
the time period of the study. 

BACKGROUND 

Over the past few years the American beef-cattle industry has withstood 
several hard shocks. Ration cost increased tremendously following the 
Russian wheat deals. Feeder-cattle prices climbed to all-time record highs 
and immediately thereafter plunged to disastrous lows. The attrition rate 
of bankrupt firms seems only to increase. For example, over one-third of 
Arizona cattle-feeding firms went out of business in 1976 alone. With such 
price volatility, the cattle feeder faces an uncertain world clouded with 

P. Thomas Cox and M. Anthony Wright are faculty members at Arizona State 
University. This paper was written in 1977. 
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risks. While most scientific studies are aimed at adjustments in the final 
product — slaughter beef — this paper is an attempt to alleviate the risk 
and uncertainty in feedlot industry by concentrating upon the input side 
of the production equation. Choosing the correct kind of cattle to feed 
can be a problem for the Southwestern cattle feeder. There are many dif­
ferent breeds, sizes, weights, and sexes available for feeding. This variety 
represents the first kind of risk that the cattle feeder faces. The second 
kind of risk is more subtle. Since the feeder cattle that are available come 
from across the country and since the prospective purchaser is not physi­
cally present when the cattle are offered for sale, the purchaser must rely 
upon verbal descriptions for his evaluation of the feeder cattle. The de­
scriptions found throughout the country are not always isomorphic with 
the cattle themselves. Further, there is no systematic and complete set of 
feeder-cattle descriptors that are based upon traits predictive of feedyard 
performance. 

The objective of this paper is to explore the feeder-cattle information 
system. This is accomplished in four basic steps: 1) a survey of the exist­
ing system is made to discover both the underlying trends and the infor­
mational noise that presently exist; 2) the opinions of Arizona cattle 
feeders about the system and the frequency of its use are determined 
through a random stratified sample; 3) the paper constructs an efficient, 
semantically sound set of descriptors that partition feeder cattle on the 
basis of traits predicting their future feedyard performance; and 4) a price 
simulation is performed using realistic historical data that attempts to 
test the efficiency of the proposed feeder-cattle descriptive system. Hope­
fully, by close attention to the input side of the production equation, some 
of the risk accompanying cattle feeding will decrease and profitability 
will increase. 

TELETYPE FEEDER-CATTLE INFORMATION SYSTEM 

Feeder-cattle market information is made available to the public by 
means of radio, press, television, mail, teletype, and telephone. The in­
formation collected from any one market or market area flows to the 
Southwestern cattle feeder in a generalized pattern depicted in Figure 1. 
The two major means of communication are the teletype and telephone. 
The telegraph is a more formal approach that gives basic daily and weekly 
summary information on supply and demand. The leased wire and radio 
system of the market-news services is shown in Figure 2. The telephone 
is a more informal, but crucial, link between the market and prospective 
buyers and sellers. Over the phone, order buyers can discuss in detail the 
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FIGURE 1. FLOW OF FEEDER-CATTLE INFORMATION 

cattle currently offered for sale prior to the execution of any purchase 
orders. While being unsystematic in the presentation of information, the 
telephone market link compensates with information crucial to the pur­
chase of any one lot of cattle. 

In 1974, the Arizona Cattle Feeders' Association (ACFA) instituted a 
teletype information service that is linked to the system depicted in Fig­
ure 2. The ACFA's service carries the U.S. Department of Agriculture's 
livestock news reports, Cattle Fax marketing service, and current quarter-
hourly futures prices in livestock and foodstuffs. Either by a telephone call 
to the association's office or by direct printout at some of the larger feed-
lots, up-to-the-minute reports on Arizona and U.S. cattle sales are avail­
able. Currently there are 25 teletype terminals in major Arizona and 
southern California feedyards. The subscribers are listed in Table 1 and 
consist mainly of the largest feedlots where placements usually are in ex­
cess of 25,000 head per year. 
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TABLE 1 
SUBSCRIBERS TO THE ARIZONA CATTLE-FEEDERS" ASSOCIATION'S 

TELETYPE INFORMATION SERVICE (DECEMBER, 1976) 

Arizona 

Red River Feed Yard (Red River Land Co.) 
Hughes and Ganz Feedlot (Arizona-Colorado Land & Cattle Co.) 

— Queen Creek feedyard 
— Phoenix office 

McElhaney Cattle Co. 
Spur Industries (Santan feedlot) 
Circle One Livestock Co. 
Pinal Feeding Co. 
Benedict Feeding Co. 
Clayton Livestock Co. 
Producers Livestock Marketing Association 
Lazy T-7 Cattle Co. 
Arizona Feeds 
C & E Cattle Co. 
T & C Feeding Co. 
Cowden Livestock Co. 
Clements and Norton Feeding Co. 

Southern California 

Alamo Cattle Feeders 
Central Valley Feed Yard 
Colorado River Feed Yard 
Fairlane Feeding Corp. 
Orita Land & Cattle Co. 
San Pascal Land & Cattle Co. 
Skiles Cattle Co. 
Stockman's Club of the Imperial Valley 
3-D Cattle Co. 
Clements and Norton Feeding Co. (Blythe feedlot) 

Informational Noise in Teletype Reports 

The Arizona Cattle Feeders' Association was contacted to obtain the daily 
market reports from their teletype information service. The objective was 
to sample the incoming information on feeder cattle available for place­
ment in Southwestern feedlots. Two typical reports can be seen in Table 
2. The report begins with the city of the report's origin and date. The next 
item to be printed is the name of the market site or the title of the special 
report. For example, the topic of the Greeley report is the Winter Live­
stock Commission Company's auction at La Junta, Colorado. Similarly, in 
the Amarillo example, the weekly summary is given. A list of the states, 
sites of report origins, market places, and special reports encountered in 
our sampling is given in Table 3. The next informational unit is the gen-
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TABLE 2 

EXAMPLES OF FEEDER-CATTLE MARKET-NEWS REPORTS 

GREELEY, COLO AUGUST 25,1976 FED-STATE 

WINTER LIVESTOCK COMMISSION COMPANY — L A JUNTA, COLO— 
CATTLE AUCTION TUESDAY, AUGUST 24, 1976 

SALE VOLUME 1153; WEEK AGO 1436: YEAR AGO 2092. 

AT AUCTION — ALL CLASS STEADY EXCEPT SLAUGHTER COWS STEADY 
TO 1.00 LOWER. STEER YEARLINGS 19 PCT OF SUPPLY, HEIFERS 30 PCT, 
CALVES 49 PCT, COWS 17 PCT, BULLS 3 PCT. 

FEEDER STEERS — PACKAGE CHOICE 560 LBS 38.75, PACKAGE 670 LBS 
40.30, GOOD AND CHOICE 525-750 LBS 37.25-38.10, GOOD 500-650 
LBS 34.25-36.25. 

FEEDER HEIFERS — CHOICE 525-575 LBS 35.00-35.80 625-650 LBS 35.70-
35.80 35.70-35.80, GOOD AND CHOICE 500-700 LBS 32.00-35.00, 
GOOD ALL WEIGHTS 28.25-32.00, AGED HEIFERS 700-900 LBS 25.00-
29.50. 

STEER CALVES — CHOICE 300-375 LBS 43.75-44.00, 425-450 LBS 40.00-
41.50. 

HEIFER CALVES — CHOICE 300-400 LBS 36.00-38.00, 400-475 LBS 34.00-
36.75, GOOD AND CHOICE 300-475 LBS 31.50-35.10, GOOD ALL 
WEIGHTS 28.00-31.50. 

AMARILLO, TEXAS AUGUST 25,1976 FEDERAL STATE 
AMARILLO LIVESTOCK AUCTION SUMMARY AND WEEKLY 51 
SALABLE RECEIPTS: 9,196 LAST WEEK: 8,564 LAST YEAR: 4,810 

COMPARED TO LAST WEEKS CLOSE: TRADE MODERATELY ACTIVE, DE­
MAND GOOD BOTH DAYS. FEEDER STEERS FIRM TO 1.00 HIGHER, HEIFERS 
STEADY TO 1.00 HIGHER. SLAUGHTER COWS CLOSED STEADY TO WEAK 
AFTER REGAINING MONDAYS DOWNTURN. LIMITED SUPPLY SLAUGHTER 
BULLS STEADY TO 50 HIGHER, SALES RECORDED ON TUESDAY. RECEIPTS 
MAINLY GOOD AND CHOICE 400-800 LB FEEDER CATTLE AND CALVES, 
LIBERAL SHOWING CHOICE FEEDER STEERS 500-850 LB 

ON OFFER MONDAY. SLAUGHTER COWS AND BULLS AROUND 5 PER­
CENT OF TOTAL SUPPLY 

FEEDER STEERS: CHOICE 250-400 LB 38.00-43.50, CLOSING 39.75-
43.50, FEW LOTS TO 45.00 TUESDAY. CHOICE 400-500 LB 39.00-43.25, 
500-600 LB 38.00-40.00, LOT 508 LB 40.70, 600-700 LB 38.00-40.00, 
700-850 LB 38.00-39.75, MIXED GOOD AND CHOICE INCLUDING BULLS 
250-400 LB 36.00-40.00, 400-650 LB 36.00-38.50, GOOD 475-650 LB 
HOLSTEINS 28.50-31.00, LOT 817 LB 32.00. MIXED GOOD AND CHOICE 
450-650 LB BULLS 33.00-36.50. 

FEEDER HEIFERS: CHOICE 250-400 LB 32.00-35.00, 400-500 LB 32.00-
34.00, 500-600 LB 31.00-34.60, CLOSING 32.50-34.60, 600-800 LB 
32.50-35.00, COUPLE LOTS 696-705 LB 35.50-35.80. MIXED GOOD AND 
CHOICE 250-400 LB 29.00-32.00, 400-600 LB 29.25-32.50, 600-750 LB 
29.00-33.25. 
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eral tone of the market including the supply-and-demand situation. Fi­
nally, the general classes of the feeder cattle sold, grade descriptors, weight 
ranges, and price quotations are given. 

Although the two examples seen in Table 2 appear to be equivalent 
in form, there are some subtle differences in the way cattle are described. 
Note that the Amarillo market reports very lightweight (250 to 400 
pounds) Choice animals as "steers," while in Greeley these animals of 
similar weight and grade are called "calves." In all likelihood, these ani­
mals would be identical in respect to grade, weight, age, and sex; but 
the information communicated via the teletype printout does not contain 
sufficient data for this determination as the term calf refers to an age 
class while the term steer refers to a sex class. Conceivably these animals 
could be of different ages and sex, while being similar in weight and 
quality grade. 

The Greeley and Amarillo reports were chosen specifically because of 
their similarity. Yet a small disjunction in the use of feeder-cattle descrip­
tors between the markets has caused noise and uncertainty that need not 
be present. If we look at the reports from all of the markets, we can see, 
as in Table 4, each market reporting with a slightly different terminologi­
cal system. In short, each market reported the sale of feeder cattle at 
inconsistent quality grades and weight ranges. This informational noise 
vastly increases the difficulty of equating value and price between regional 
markets of cattle unseen by the prospective buyer. 

The lists of quality descriptors found in Table 5 are particularly de­
scriptive of the noise confronting the interstate purchase of feeder cattle. 
First, the noise consists of a large number (134) of highly subjective cate­
gories giving the superficial appearance of uniqueness. For example, what 
is the difference between Choice, Some Prime, and Choice, Few Prime? 
If we characterize the data by state (Table 4 ) , we can see the interstate 
disparity in use. Although the mean number of descriptors per state is 9.6, 
the range is from 55 to 2. How can a prospective purchaser of feeder cattle 
make rational decisions when confronted by this noise and confusion? Of 
course, one answer to this question is the use of the informal person-to-
person telephone communication, which we will discuss more later in 
this paper. 

As we look closer at the descriptors, certain grammatical and semantic 
patterns emerge that greatly simplify the information system. We shall 
save an in-depth discussion of these patterns until later in the paper and 
shall now view only some very simple patterns. For example, the descriptor 
Choice, a USDA grade name, appears 29 times in 35 market cities. Other 
indicators of the degree of muscling (fleshy, thin, etc.) appear in 37 of 
134 descriptors. Terms indicating frame size and sex class are also present. 
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TABLE 3 

FEEDER-CATTLE MARKETS SAMPLED I N TELETYPE SURVEY 

State City of Origin Report Title 

Arizona 
Phoenix 

Arizona Direct 
Feedlot and Range Trade 

California 

Florida 

El Centro 

Los Angeles 
Martinez 
Redding 

San Francisco 

Stockton 

Visalia 

California Direct 
Southern California Area Feedlot Sales 

Weekly Summary 
Feedlot and Range Sales (weekly) 
California Feedlot and Range Sales 
Red Bluff Livestock Auction 
North California Feedlot and Range Sales 
Shasta Livestock Auction 
Central Coast Counties' Feedlot and Range 
Summary, California Feedlot and Range 

Sales 
Stockton Livestock Market 
Northern San Joaquin and Southern Sacra­

mento Valley and Coastal Area Range and 
Feedlot Summary 

Northern San Joaquin and Southern Sacra­
mento Valley Direct cattle sales 

Northern San Joaquin and Southern Sacra­
mento Valley 

Western Stockman's Market of Visalia 

Colorado Brush Brush Livestock Commission Co. 
Livestock Exchange 

Ft. Collins Farmers and Ranchers Livestock Commis­
sion Company 

Greeley Greeley Producers' Feeder Cattle Auction 
La Junta La Junta Livestock Commission Co. 

Winter Livestock Commission Co. 
A Weekly Review of Selected Colorado 

Cattle Auctions 
Sterling Sterling Livestock Commission Co. 

Florida Cattle Auctions 
Florida Cattle and Calves 
(for markets at Lakeland, Madison, Okee­

chobee, Webster) 

Georgia Georgia Cattle Auctions 

Iowa Sioux City Weekly Feeder Cattle Summary 
Knondaz Feeder Auction 
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TABLE 3 (conl.) 

State City of Origin Report Title 

Kansas Wichita Feeder Auction 
Dodge City McKinley-Winter Feeder Cattle Auction 

Garden City Feeder Cattle Auction in Gar­
den City, Kansas 

Minnesota 

Missouri 

Montana 

South St. Paul 

Kansas City 
St. Joseph 

Billings 

Daily Midwest Livestock Summary 
Feeder Catde Auction 

Central Missouri Livestock Auction 
Weekly Feeder Cattle Summary 

Billings Livestock Commission Co. 
Public Auction Yards 
Montana Feedlot and Range Sales 

Nebraska Ericson Ericson Livestock Commission Co. 
Grand Island Grand Island Livestock Auction, Inc. 
Norfolk Norfolk Livestock Auction, Inc. 
Omaha Feeder Cattle Auction 

Lexington Livestock Market 

New Mexico 

North Dakota 

Oklahoma 

Oregon 

South Dakota 

Clovis 

West Fargo 

Oklahoma City 

Portland 

Sioux Falls 

Clovis Livestock Market 
Ranchers and Farmers Livestock Auction Co. 

Feeder Catde Auction 

Oregon Feedlot and Range Sales 

Semi-Weekly Feeder Cattle Auction 

Texas Amarillo 

Fort Worm 
San Angelo 
San Antonio 

Amarillo Livestock Auction Summary 
Weekly 

Amarillo Livestock Auction Report 
Texas Panhandle and Western Oklahoma 

Range and Feedlot Weekly Summary 

Cattle and Calf Auction 
Weekly Livestock Review 
Nortiieast Texas Livestock Auction Sulphur 

Springs, Corsicana, Madisonville, Terrell 
Central Texas Livestock Auction Brenham, 

Giddings, Lampasas, El Campo 
Bjenham Cattle Auction 
Giddings Cattle Auction 
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TABLE 3 (cont.) 

State City of Origin Report Title 

Utah North Salt Lake Idaho, Utah, Eastern Nevada Feedlot and 
Range Sales 

Producers' Livestock Auction in Salina, Utah 

Washington Moses Lake Quincy Livestock Commission 
Washington Feedlot and Range Sales 
Moses Lake Livestock Auction 
Stockland Livestock Exchange, Inc. 

Wyoming Torrington Torrington Livestock Commission Co. in 
Torrington, Wyoming 

Sandhills Feeder Cattle Association Sale at 
Sioux County Livestock Auction Co. at 
Harrison, Nebraska 

Alliance Livestock Auction Co. in Alliance, 
Nebraska 

Lusk Livestock Exchange, Lusk, Wyoming 
Wyoming-Western Nebraska and South­

western South Dakota Weekly Feedlot and 
Range Sales Summary 

Stockgrowers Livestock Auction Worland, 
Wyoming 

Wyoming-Western Nebraska Direct Sales 
Report 

At the other extreme, 91 distinct miscellaneous descriptions appear only 
once. 

Some Reasons for the Variance in Feeder-Cattle Descriptions 

Enumerating the exact causes of the variance in descriptions is very dif­
ficult because of the lack of historical information on the subject. We can, 
however, identify some underlying reasons for this variance, but no one 
reason can explain everything. Some of the factors we shall be looking at 
are: state cattle-herd size, federal grading system, regional tradition, and 
reporting style. 

HERD SIZE 

State herd size might be a partial explanation for the interstate classifi­
catory disparity found in the feeder-cattle information system. The basis 
of this relationship is very simple. The more cattle a state has, the more 
likely the same state would have divergent cattle types and breeds. Table 
6 demonstrates this relationship. For example, the two states that have the 
largest number of unique descriptors (Texas and Missouri) also have the 
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TABLE 5 

QUALITY DESCRIPTORS REPORTED AT SELECTED FEEDER-CATTLE MARKETS 

1. Choice 
2. Good 
3. Good and choice 
4. Mixed good and choice 
5. Mostly choice 
6. Choice and prime 
7. Standard and good Holsteins 
8. Standard 
9. Choice, fleshy 

10. High choice and prime 
11. Choice, some prime 
12. Choice, few prime 
13. Mostly good Holsteins 
14. Choice, thin fleshed 
15. Choice to prime 
16. Good to low choice 
17. Mostly good 
18. Standard and good 
19. Fleshy 
20. Fleshy and partly fattened 
21. Good and low choice 
22. Mixed choice and prime 
23. Aged 
24. Part choice, some prime 
25. Mostly thin and moderately 

fleshed 
26. Mostly choice, few good 
27. Standard and low good 
28. Mixed good and choice fleshy 
29. Low good 
30. Good and few choice 
31. Good Holsteins 
32. Short-bodied exotic crossbreed 
33. High good and choice, thick 

moderately fleshed 
34. Choice moderately fleshed 
35. Choice rather fleshy 
36. Mostly choice to prime 
37. Grain fed aged 
38. Grain fed 
39. High standard, low good 
40. Standard Holsteins 
41. Utility Holsteins 
42. Bulk choice 
43. Choice and mixed good to 

choice 
44. Mostly choice thin and 

moderately fleshed 

45 
46 
47, 

48 
49 
50 

55. 

56. 
57. 
58. 
59. 
60. 
61. 
62. 

Choice framey 
Fleshy and early maturing 
Mostly choice moderately 
fleshed 
Mostly standard Holsteins 
Few prime 
String high choice 

51. Hay feed 
52. Standard to mostly good 

Holsteins 
53. Very fleshy 
54. Mostly choice fleshy 

High good and choice, thin and 
moderately fleshed 
Choice, few good 
Good and rather fleshy 
Framey 
Moderately flesh and fleshy 
Moderately fleshed 
Holsteins 
Fleshy or early maturing 

63. Late maturing 
64. Choice including prime 
65. Choice including few prime 
66. High good and choice 
67. Thin fleshed 

Mostly good thin and 
moderately fleshed 
Late maturing 
Good with end choice 

71. Mixed good and choice thin 
72. Good thin 

High choice 
Moderately fleshed choice and 
prime 
Thin to moderately fleshed 
choice and prime 
Choice and prime mixed color 
crossbreeds 
Small end choice, standard 
and low good 

78. Choice with prime end 
79. Choice and high choice thin 
80. High choice, few prime 
81. Black white-faced, moderately 

fleshed 
82. Partly fattened 

68. 

69. 
70. 

73. 
74. 

75. 

76. 

77. 
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TABLE 5 (conl.) 

83. Good thin and moderately 
fleshed Holstein 

84. Good and choice thin and 
moderately fleshed 

85. Thin and moderately fleshed 
86. Early maturing or mixed 

crossbreeds 
87. Baby calf 
88. High good and choice thin and 

moderately fleshed 
89. Choice moderately fleshed, 

fleshy and partly fattened 
90. Thin big-framed 
91. Thin 
92. Choice thin and moderately 

fleshed 
93. Framey black white-faced 
94. Framey moderately fleshed 
95. Fleshy or short-bodied 
96. Choice mature steer 
97. Mostly choice, few prime 
98. High standard and good 
99. Standard and good dairy 

breed or crosses 
100. Reputation steers 
101. Few good including Holstein 
102. Mostly low choice 
103. Good to mostly choice 
104. Odd head good 
105. Odd head choice 
106. Standard and good thin 
107. Standard and low good 

Holstein 
108. Good, largely Holsteins 

109. Mixed good and choice 
moderately fleshy 

110. Green 
111. Green choice and prime 
112. Fairly fleshy 
113. Choice rather thin 
114. Mostly choice thin 
115. Two-year-olds off grass, 

Montana 
116. Choice with end off prime, 

moderately fleshy 
117. High choice and low prime 
118. Early maturing 
119. Choice and prime thin 
120. Reputation calves 
121. Choice partly fattened 
122. Stretchy 
123. Largely choice 
124. Low choice thin 
125. Choice, usually fleshy 
126. Mixed choice 
127. Tending thin 
128. Black white-faced, short 

couple fleshy 
129. Choice moderately fleshed 

to fleshy 
130. Mixed good and choice 

Holsteins 
131. Fleshed choice and prime 
132. Good and choice Holsteins 
133. Cross-breed 
134. Mixed good and choice 

Holsteins 

largest number of calves. T o further test the relationship between the 
number of feeder cattle available for sale and the number of descriptors 
used per state, a least-square regression was computed. The curvilinear 
equation, ZnY — 1.41 + .301IX, where InY is the natural log of the num­
ber of descriptors and X the number of the state calf herd on January 1, 
1975 (ERS, 1976), had a slightly better fit than a simple linear equation. 
Only a weak positive relationship existed with Pearson product-moment 
coefficient of .479 which explained only 23 percent of the data. 

USDA GRADES 

The most commonly used descriptors were those found in the USDA's 
feeder-cattle grading system. These are the grade names Prime, Choice, 
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Good, and Standard. The most important single criteria used in the deter­
mination of these grades is conformation, which is determined by apprais­
ing the development of the cattle's muscular system in relation to its 
skeletal system. Unfortunately, cattle are purchased in lots and not by 
single animals. This contributes to classificatory difficulties by the addition 
of combinational problems. For example, single grade lots might only con­
tain 80 to 90 percent of the specified grade. Mixed categories such as 
Choice and Good might contain approximately equal numbers of each. To 
get an idea of the frequency of grade mixing as well as the use of USDA 
grades, look at Table 7. This table contains a rank ordering of the occur­
ring combinations of government grades. Some combinations, especially 
those containing the grade Prime, did not occur. Approximately 65 per­
cent (88 of 134) of the descriptive phrases mentioned the grade names 
but over 54 percent (45 of 88) of the reported lots having USDA grades 
contained more than one quality grade of cattle. 

Table 7 leaves out one important aspect in the problem of grade mix­
ture as it does not specify the degree or extent of mixture. On the other 
hand, Table 8 contains a collapsed list of the combinational descriptors 
found in our samples. Note that Table 8 also presents the probable per­
centage of the grade mixtures. Almost 55 percent of the phrases indicated 
mixture, while only 36 percent were sufficiently homogeneous so that mix­
tures did not need to be mentioned by the market reporter. This clearly 
demonstrates the problems of purchasing a lot of feeder cattle whose 
composition is made up of a single grade. This also indicates the difficulty 
of basis calculation and delivery in fulfillment of a hedged futures 
contract. 

As far as the feeder-cattle information system is concerned, only three 

TABLE 6 

RANK ORDERING OF FEEDER-CATTLE DESCRIPTORS A N D CALVES 
O N FARMS BY SELECTED STATES 

State of 
Report 
Origin 

Missouri 
Texas 
Washington 
Kansas 
Colorado 
South Dakota 
Wyoming 

Number of 
Descriptors 

55 
18 
14 
14 
11 
10 
10 

Calves on 
Farm 1975 
(Millions) 

2.84 
6.00 

.53 
1.88 
1.02 
2.10 

.76 

Rank 
Ordering 

by Number 
of Calves 

2 
1 

17 
7 

12 
6 

14 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



Feeder-Cattle Information 245 

TABLE 7 
RANK ORDERING OF THE USDA GRADE COMBINATIONS FOUND AMONG 

THE LIST OF FEEDER-CATTLE QUALITY DESCRIPTORS 

Grades 
Frequency 

of Use 
Percentage 

of Total 

Choice 
Prime and choice 
Choice and good 
Good 
Good and standard 
Standard 
Choice and good and standard 

Totals 
Mean 
Standard Deviation 

25 
19 
19 
12 
9 
3 
1 

88 

12.57 
8.90 

18.5 
14.1 
14.1 
9.0 
6.7 
2.2 

.7 
65.3 

9.47 
6.68 

categories are necessary for the description of combinational problems. 
These three replace the more than 10 that are presently used. The first 
term would be the simple grade description such as Choice or Good. These 
terms would describe the condition when more than 80 percent of the 
cattle in the lot are of a single grade. The second term, Mostly, would 
indicate that a lot is made up of 60 to 80 percent of a single grade with 
the balance being of either a higher or lower quality. As the minority 
grade would also have to be mentioned, the combinational category of 
Some, Few, and so on, as found in Table 8 would be placed in this second 
category. An example of this would be the descriptive phrase, Mostly 
Choice, Some Good. The third and final combinational descriptors, Mixed 
or And, would indicate the condition when the grade mixture is roughly 

TABLE 8 

COMBINATIONAL DESCRIPTORS FROM SELECTED MARKETS 

Combinational 
Descriptor 

Single grade 
(No mixture mentioned) 
Mostly, largely 
Mixed, and, to, or 
Some, new, with end, 

part, including 
Not applicable 

Possible 
Mixture 

(Percentage) 

80 
60-80 

50 

20-30 

Number of 
Descriptors 

49 
17 
43 

14 
12 

Percentage 
of Total 

36.3 
12.6 
31.9 

10.4 
8.9 
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equal. The respective relative percentages of combinational descriptors for 
these three categories are 29.8, 25.2, and 35.0. Since the division between 
the three combinational descriptors is approximately equal, an efficient 
partition of the set is indicated. 

Regional Traditions and Graphical Connections 

Regional history and tradition can also have a small effect upon the terms 
used in describing feeder cattle. Since historical data are not available on 
the development and use of descriptors, we will assume here that spatial 
proximity of similar descriptors indicates a historical connection. In sim­
ple terms, if two adjoining states use similar terms, they will be considered 
as being historically related. To evaluate this hypothesis, we set up two 
tests comparing the number of descriptors found in common within multi-
state cattle-feeding regions as well as those found between markets of 
each state. 

Six multistate cattle-feeding regions were set up in Table 9 on the basis 
of geographical and market proximity. On the average, only about 38 
percent of the descriptors were found in common within the regions as 
a whole. But the range was from 0 percent, or none in common, to 100 
percent where descriptors were found within a region. The southeastern 
region, having the highest percentage, is also the region which has under­
gone the fastest development in the past few years. Another region, the 
High Plains, had almost 48 percent in common. 

In Table 10 we examine the within-state variation of feeder-cattle de­
scriptors. Only five states were found to have more than one city of report 
origin. We found that the mean number of descriptors found in common 
between cities of report origin was a low 37 percent. 

TABLE 9 
QUALITY DESCRIPTORS UTILIZED WITHIN MULTISTATE REGIONS 

Regions 

Pacific Northwest 
Mountain states 
High Plains 
Northern Plains 
Southeast 
Arizona, California 

Mean 

Mean 
Number of 
Descriptors 
Per State 

5.5 
5.2 
6.3 
5.7 
3.0 
4.5 
5.04 

Number of 
Descriptors 
in All States 

of the Region 

1 
0 
3 
1 
3 
2 
1.67 

Percentage 

18.0 
0.0 

47.6 
17.5 

100.0 
44.4 
37.96 
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TABLE 10 
QUALITY DESCRIPTORS UTILIZED WITHIN STATES HAVING MORE THAN 

ONE CITY OF REPORT ORIGIN 

Number of 
Mean Descriptors 

Number Found in All 
per City Cities of Origin 

States of Origin with the State Percentage 

California 2.2 1 44 
Kansas 6.0 4 67 
Missouri 9.3 0 0 
Texas 5.5 2 36 

Mean 5.76 1.75 36.75 

STYLE 

Reporting style can be measured in a number of different ways. Here we 
shall be measuring it as the variation within the market-reporting cities 
of the quality descriptor use. For example, Redding, California, is the city 
of report origin for two markets at Red Bluff and Shasta, but if we look 
at the way descriptions are made in these two markets, we find that they 
both use the same three descriptors. Hence, the style of the reporting is 
similar between the two markets. Although there might possibly be less 
variance in the kind of cattle found between two closely connected mar­
kets, still the mean percentage in common is about 58 percent or over 1.5 
times as high as that found within region or state boundaries (Table 11). 
This points to the market reporters and their nonstandard descriptions as 
a source of the confusing information in the feeder-cattle teletype system. 

This section is an analytical and objective discussion of the feeder-
cattle information system in which the communicatory noise can make the 
purchasing decisions of cattle feedlot operators unnecessarily complex. In 
the next section we will look at the final link in the communicatory chain, 
the feedlot operator. In the final analysis, his opinions and use should carry 
the most weight in the evaluation of the information system. 

ARIZONA CATTLE FEEDERS 

Southwestern cattle feeders purchase their animals from an L-shaped 
region which includes western and southern states from the Pacific North­
west to Georgia and Florida. The flow of feeder cattle is from the calf 
and stocker production states to the cattle-feeding areas and finally to the 
major consumption centers. The interstate highway system and large ca­
pacity trucks now account for more than 97 percent of the shipments 
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TABLE 11 
VARIATION OF QUALITY DESCRIPTORS WITHIN REPORTING CITIES 

HAVING MORE THAN ONE MARKET LOCATION 

Cities 

Redding, California 
San Francisco, California 
Stockton, California 
Greeley, Colorado 
Fort Worth, Texas 
San Antonio, Texas 
North Salt Lake City, Utah 
Moses Lake, Washington 
Torrington, Wyoming 
Sioux City, Iowa 
Dodge City, Kansas 
Clovis, New Mexico 
Billings, Montana 

Mean 

Mean 
Number of 
Descriptors 
Used per 
Market 

3.0 
1.0 
1.7 
5.1 
3.5 
4.5 
2.5 
4.3 
7.0 
4.0 
7.0 
4.0 
4.0 
3.97 

Number 
Found in 
Common 
between 
Markets 

3 
1 
1 
3 
1 
1 
1 
1 
0 
3 
5 
4 
3 
2.08 

Percentage 

100.0 
100.0 
59.9 
58.3 
28.6 
22.2 
40.0 
23.1 

0.0 
75.0 
71.4 

100.0 
75.0 
57.96 

(Gustafson and Van Arsdall, 1970). Governmental control and regulation 
have stabilized the costs. Furthermore, these costs can affect the shipments 
from region to region (Kibler, 1976). Even though these costs play a 
crucial role, the uncertainty of price variability associated with them is low. 

Arizona cattle feeders are no exception to this standard pattern. First, 
after considering all the possibilities in the form of cattle from Los Angeles 
and southern California shipped to the beef-deficient market, they have 
calculated that the cattle feeder can save more by purchasing feeder cattle 
in Texas, feeding them in Arizona, and then shipping the finished product 
to California (Kibler, 1976). This is remarkable considering the fact that 
Arizona is deficient not only in the production of feeder cattle but also in 
the production of the grain necessary for feeding. Nearly all of the basic 
resources necessary for the feedlot's operation in Arizona come from out­
side the state. This shows the importance of transportation costs and the 
reasons why the Arizona Cattle Feeders' Association was engaged in lobby­
ing and administrative hearings which led them to the successful reduc­
tion of grain shipping rates from the Panhandle regions of Texas and 
Oklahoma. 

But the transportation costs are fixed and known for any single period 
of time which minimizes the risk and uncertainty associated with them. 
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On the other hand, although the current costs of the feeder-cattle input 
are also known via the information system, the quality of the feeder cattle 
for which the price quotes are given is unknown. The descriptions found 
in the system obfuscate the predictive performance in the feedyard. This 
complicates not only the efficient price valuation of the animals, but the 
calculation of the basis with which the feeder cattle may be hedged on 
the futures exchange as well. In short, the feeder cattle are purchased 
sight-unseen on the basis of descriptions from the information system. If 
a unified description system of feeder cattle can be developed which pre­
dicts feedyard performance, then much of the uncertainty and risk can 
be eliminated from the interstate purchase of animals destined for finish­
ing in the feedlot. 

Cattle Shipments in Arizona 

Arizona again possesses a typical shipment pattern where feeder cattle are 
shipped both in and out of the state. The reason for this peculiar pattern 
rests in the fact that feeder cattle produced in the state are not of the 
type desired by the in-state feedlot operations. The shipment of calves 
and feeder steers from Arizona is similar to the shipments from the Plains 
States to the Corn Belt. In the Plains States, feeder cattle from the British 
breeds are produced and shipped to the Corn Belt feedlots (Gustafson and 
Van Arsdall, 1970) where there is a preference for these breeds. On the 
other hand, shipments of different quality grades, normally Okie1 or other 
mixed breeds from the southeastern states, replace the feeder cattle that 
are destined elsewhere. The reason behind this seemingly illogical move­
ment lies in the preferences of the Northern cattle feeders for the British 
breeds and in the excellent performance in southwestern feedlots of the 
mixed breeds. Furthermore, the major markets in the Southwest, includ­
ing southern California, have a preference for these animals which grade 
typically at Low Choice. Thus the inshipments and outshipments have 
been profitable. 

The magnitude of this movement in Arizona can be seen in the state 
cattle and calf inventory of 1975 (ERS, 1976). Arizona had a calf crop 
that year, after adjustments for deaths, of 291,000 head. Of these, 27 
percent were shipped out of state. Past destinations indicate that these 
calves went to the states of Utah, Wyoming, Colorado, and New Mexico 
(Menzie and Gum, 1971). The inshipments, on the other hand, were 

1 "Okies are beef catde of mixed breeding, including some dairy but no noticeable 
Brahma or Charolais blood. Their mottled coloring reflects their mixed ancestry. 
They vary in quality from Choice to plainer feeders and are mainly Southern in 
origin." (Gustafson and Van Arsdall, 1970) 
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880,000 head and probably came mainly from Texas and the southeastern 
states. Instead of going to the smaller feedyards where most of the cattle 
go in the Corn Belt states, 87 percent of the inshipments went to Arizona 
feedlots with capacities in excess of 16,000 head per year. In 1974, there 
were only about 20 feedlots in Arizona which had that large of a capacity 
(Archer, 1976). Even without considering the attrition rates which re­
duced the number of feedlots by one-third last year alone (Newell, 1977), 
75 percent of these large-capacity operations (15) were intimately in­
volved in the feeder-cattle information through the placement of a tele­
type on their premises. These firms are listed in Table 1. 

The above characterization of the feedlots in Arizona shows that the 
state is an ideal location for the study of the impact of the feeder-cattle 
information system. First, a large amount of cattle are shipped into the 
state for finishing. Second, these cattle are purchased sight-unseen on 
the basis of verbal descriptions of their characteristics. Third, the feedlots 
which purchase the majority of the animals are directly linked to the 
teletype information system. Finally, the efficiency of a small sample of 
purchasers is relatively great as 20 purchasing agents would account for 
the vast majority of the cattle placed on feed in Arizona. 

With the objective being a survey of the opinions of Arizona feedlot 
operators concerning their use of the information system, a sample of 23 
firms was drawn from the roster of the Arizona Cattle Feeders' Associa­
tion. Assuming a turnover rate of two per year, the sample accounted for 
78 percent of the cattle placed on feed in Arizona during 1976 (ERS, 
1977). The results of the survey are found in the following sections. 

Ownership of Cattle Placed on Feed in Arizona 

There are three basic kinds of feedlot cattle ownership in Arizona. In the 
first, cattle are owned by the same firm that owns the feedlot facilities. 
In our sample, this category accounted for 36.2 percent of the total (see 
Table 12). The second category is the rancher who either raised the calves 
from their own breeding herds or who purchased the calves and brought 
them through the yearling stage with range and forage feeding. In short, 
they retain ownership from birth to slaughter. They accounted for 6.4 
percent of the market. Although the cow-calf operator currently occupies 
an insignificant portion of the cattle placed on feed in Arizona, the cost 
reduction associated with vertical integration of cattle ownership (Farris 
and Williams, 1973) and the risk reduction through hedging are such 
that there should be an increased percentage of ownership in this cate­
gory. The third category of ownership is the client investor. Although the 
investor owns the cattle on feed, he does not share ownership of the 
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feedlot facilities. These client investors account for the majority of the 
cattle (more than 57 percent) placed on feed in Arizona. 

Look at the range, as well as the maximum and minimum of ownership 
categories, in Table 12. In each of the three categories the minimums are 
zero, while the smallest end of the range, 21,850, is almost equal to the 
average number placed on feed per feedlot. This indicates the wide dis­
parity between feedlots, each specializing in the service of their client's 
needs to the exclusion of other potential investors. 

Arizona feedlot firms have developed two financial strategies that paral­
lel the growth of large-capacity feedyards and the decline in the number 
of smaller-capacity lots (Archer, 1976). These strategies involve the own­
ership of the cattle which are placed on feed. The basic objective of the 
smaller lots with placements of less than 15,000 in 1976 is to make their 
profits through the conversion of feedstuffs into meat. They must pay 
close and constant attention to the costs of gain and of the feeder cattle. 
Their profits are contingent entirely upon the sale of the finished animals. 
The evidence of this strategy is seen in Table 13, where the smaller lots 
themselves own about 72 percent of the cattle placed on feed in their own 
lots, while client investors own only about 27 percent. On the other hand, 
the larger feedlots with placements equal to or greater than 15,000 head 
in 1976 are more directly concerned with the sale of the feedstuffs than 
with the sale of the finished cattle. In these larger feedyards, the ownership 

TABLE 13 
ARIZONA FEEDLOT SIZE AND OWNERSHIP OF CATTLE PLACED ON FEED IN 1976 

Category 

Smaller Feedlots" (n = 13) 

Number placed on feed 
Number owned by feedlot 
Number owned by rancher or 

cow/calf operators 
Number owned by investors 

Larger Feedlots (n = 10) 

Number placed on feed 
Number owned by feedlot 
Number owned by rancher or 

cow/calf operators 
Number owned by investors 

Mean 

5,623 
4,046 

77 
1,500 

48,800 
15,050 

3,485 
30,265 

Standard 
Deviation 

3,683.3 
3,231.0 

277.4 
2,872.3 

40,518.3 
11,888.8 

6,724.5 
28,903.9 

Total 

73,100 
52,600 

1,000 
19,500 

488,000 
150,500 

34,850 
302,650 

Percentage 

13.03b 

71.96° 

1.37° 
26.68° 

86.97b 

30.84° 

7.14° 
62.02° 

» Smaller feedlots had placements of less than 15,000 head in 1976. 
b Percentage of all cattle placed on feed in Arizona feedlots. 
c Percentage of total found respectively in small or large feedlots. 
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situation is exactly reversed from that in the smaller feedyards. Investors 
control 62 percent of the cattle, while the larger firms own only 31 percent. 

The expansion of the facilities by Arizona feeders in recent years has 
required substantial capital. These larger firms have turned to the custom 
feeding of investor-owned cattle as a means of obtaining operating capital 
and of spreading risk. Thus, the capital obtained from the custom clients 
reduces the large cash and credit reserves needed to finance feeding opera­
tions. This has permitted the feedlots to expand in size and gain economies 
of scale. The custom feedlot also performs certain marketing-service func­
tions such as: purchasing feeder cattle, marketing finished cattle, and 
arranging for or providing a client's financing (Archer, 1976). 

Use of the Market-News System 

The purchase of the cattle placed on feed in Arizona is concentrated in 
the hands of only a few individuals. This can be seen in Table 14, where 
the mean number of individuals per firm that keep up on the market 
trends and that actually make the purchasing decisions is respectively 2.39 
and 1.65. This translates into 38 individuals who made the decisions lead­
ing to the purchase of over 560,000 head of feeder cattle last year. Even 
the investor clientele of the larger feedlots rely heavily upon the market 
opinions of these persons. Such a vast concentration of purchasing power 
offers the opportunity of market-penetration studies that can influence the 
attitudes and actions on the purchase and futures market hedge of feeder 
cattle. Although the receptivity of Arizona's cattle industry is rather poor 
towards the futures market, close one-to-one discussions of the usefulness 
and benefits derived from hedging probably could influence their opinions 
and actions. 

TABLE 14 
USE OF FEEDER-CATTLE MARKET NEWS BY ARIZONA FEEDLOTS IN 1976 

Stan­
dard 
Devi- Maxi- Mini-

Mean ation Range mum mum 

Number of members per firm 
reading market news 2.39 2.37 12 12 

Number of members per firm 
deciding feeder-cattle purchases 1.65 .98 4 5 

Frequency of market-news 
use per week 4.26 1.42 5 5 
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In order to keep up on the current market situation, these persons in 
charge of purchasing read the market-news reports on feeder cattle almost 
daily with a mean of 4.26 days per week. However, the major source of 
market information in 47.8 percent of the cases is informal telephone con­
versations with the order buyers associated with the different regional 
auction markets (Table 15). This heavily indicates that the feeder-cattle 
market-news system is doing a mediocre job in the dissemination of infor­
mation. In fact, standing second in importance as a source of news is the 
combination of informal telephone reports and the market news. Thus, 
the crucial supply-and-demand information necessary for the purchase of 
any given lot seems to be obtained informally over the phone, while the 
background information concerning the ebb and flow of the regional mar­
kets comes over the market-news service's teletype wire. Recalling the large 
amount of noise from the inconsistent use of the quality and grade descrip­
tors in the feeder-cattle information system, the reports received over the 
telephone from the order buyers are a means of bypassing the uncertainty 
inherent in the system. 

Further evidence documenting the system's noise and the cattle-feeder's 
reliance upon the order buyer as a significant source of information can 
be seen in the answer to a question about whether prior to purchase they 
calculate the best buy among several alternative markets. Although the 
majority indicated that they actually did do this, a significant proportion, 
more than 40 percent, stated that they did not. A probable reason for this 
apparent lack of economic rationality may be found again in the noise 
present in the system. The amount of noise, the discrepancy between the 
feeder cattle's description, and their actual physical traits, may be reduced 
by limiting the number of order buyers and markets the firm deals with. 
Thus, by repeated contacts with an order buyer and by consistently pur­
chasing from a limited number of markets, knowledge is built u p about 
the kind and description of cattle that are typically for sale at that market. 

TABLE 15 
MAJOR SOURCES OF MARKET INFORMATION 

Cumulative 
Frequency Percentage Percentage 

Combination of informal phone 
reports and market news 10 43.5 43.5 

Informal phone reports from 
order buyers 11 47.8 91.3 

Other commercial services 
including Cattle Fax market 
summaries (market arm of ANCA) 2 8.7 100.0 

© The Chicago Mercantile Exchange, 1979 
www.cmegroup.com



Feeder-Cattle Information 255 

The risk and uncertainty of an inefficient descriptive system is averted 
through personal knowledge, but this risk aversion comes at the cost of 
not always getting the best buy. 

Industry's Evaluation of the Feeder-Cattle News System 

Further evidence of the risk and uncertainty associated with the market-
news system was found when questions were asked regarding the cattle 
feeders' attitudes toward the system. In Table 16, we can see that almost 
all (78.3 percent) feel that the objective of the market-news system should 
be the facilitation of the comparison of cattle between markets. Unfortu­
nately they feel that, by the same percentage, this objective is not reached 
and that the reports do not help in making intermarket comparisons. 
Similarly, the Arizona cattle feeders feel that the market-news system does 
not play an important role in their own or their investor clients' purchases. 
Since, as seen above, not all feedlots engaged in custom feeding for in­
vestors, a proportion of the respondents were listed as not applicable. A 
high percentage (73.9) also felt that a standardization of the terms 
describing feeder cattle was needed between markets. 

While the standardization of the descriptors was desired, the direction 
the industry would like the news system to develop was unclear. They have 
mixed opinions about the usefulness of the current USDA feeder-cattle 

TABLE 16 
EVALUATION OF FEEDER-CATTLE MARKET NEWS BY ARIZONA'S CATTLE-FEEDING INDUSTRY 

Missing 
Agree Neutral Disagree orN/A 

Current news reports should 
facilitate comparisons 
between markets 78.3" 13.0 8.7 

Current news reports do 
facilitate comparisons 13.0 8.7 78.3 

We depend heavily upon market 
reporting for our purchases 8.7 4.3 87.0 

Clients depend heavily upon 
market reporting 8.7 0.0 52.2 39.1 

Current USDA grade categories 
are sufficient for evaluation 56.5 8.7 34.8 

Standardization of feeder-cattle 
descriptors between markets 
is needed 73.9 17.4 8.7 

Highly detailed descriptions of 
feeder-cattle sales are desirable 13.0 8.7 78.3 

a Relative frequency in percent. 
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grades with over one-third of the respondents stating that these grades 
were not sufficient. While they did not desire highly detailed descriptions 
of the feeder cattle, in open conversation most felt that an adequate system 
would be one which would describe the animals with traits that could 
predict future feedlot performance. In order to develop this thesis, the 
next two sections will discuss the possibility of obtaining these predictive 
traits. 

TYPES OF FEEDER CATTLE 

In the first section of this report, the reader was confronted with a dis­
organized, inefficient information system that could not express exactly 
the salient points necessary to describe feeder cattle offered for sale on the 
basis of traits which predict future feedlot performance. For those readers 
who have not been intimately involved in the livestock sector of American 
agriculture, even though some of the descriptors may have sounded 
vaguely familiar, the underlying reasons for their use might not have been 
thoroughly understood. Therefore, the objective of this section is to clar­
ify the physiological and economic characteristics of the information com­
municated in the feeder-cattle information system. This section will also 
lay the foundation for improving the present feeder-cattle information 
system. 

Sex Class 

There are five sex classes of cattle placed on feed: steers, heifers, cows, 
stags, and bulls. The bulk of the feeder cattle are composed of steers and 
heifers. 

STEERS 

Between 1970 and 1975, steers have made up slightly over 52 percent of 
the total fed cattle that were slaughtered under federal inspection (ERS, 
1976). There are four major reasons for their favored position: their 
availability, disposition, growth rate, and price premiums. Since many 
heifers are kept for breeding replacements in the cow herd, there are 
simply more steers available for purchase and feeding. Steers are also 
quieter in the feedlot since they do not come into heat as heifers do and 
are not as likely to engage in fights as bulls are. 

Several studies have shown that steers outgain heifers (see Table 17). 
By averaging four typical feeding experiments, we see that steers gain 
approximately 12 percent more per day than heifers. Steers also are fed 
to heavier weights and contain less fat than heifers. This translates into 
an extra 30 pounds of trimmed retail cuts — 568 pounds (50.3 percent) 
for steers, and 515 pounds (49.7 percent) for heifers (Thrift et al., 1970). 
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TABLE 17 
COMPARISON OF STEERS AND HEIFERS ON POSTWEANING AVERAGE DAILY GAIN (ADG) 

Sex 

Steers ADG 
Heifers ADG 
Difference 

Mean percentage difference = 

1 

1.85» 
1.63 
0.22 

= 12.3 

Experiments 

2 

2.22 
1.89 
0.33 

3 

2.18 
2.02 
0.16 

4 

1.80 
1.63 
0.17 

a Numbers refer to pounds per day. 
SOURCES: Williams et al., 1965; Bradley et al., 1966; Wilson et al., 1967; and Thrift et al., 1970. 

HEIFERS 

After a sufficient number of heifers are retained by producers as replace­
ments and additions to the breeding herd, the surplus heifers are available 
for feeding and slaughter. An average of 25.7 percent of the cattle slaugh­
tered between 1970 and 1975 were heifers (ERS, 1976). 

Because of the biological differences between heifers and the other sex 
classes, certain production problems arise. The first set of problems re­
volve around heifer growth rates. Heifers are lighter than steers at all 
stages of growth including weaning and maturity. They gain weight at a 
slower rate than steers and require more feed per unit of gain —961 
pounds versus 865 pounds (Williams et al., 1965). They also mature 
earlier than steers. This indicates that heifers should be slaughtered at 
younger ages and lighter weights than steers before the growth rate slows 
as maturity is reached. 

The second set of problems encountered when heifers are placed on 
feed is centered around reductions in their already slow rates of gain by 
pregnancy and estrus. The correction of these problems adds further in­
creases in veterinary handling and yardage costs (O'Mary, 1977). 

BULLS AND STAGS 

Cow-calf producers have not permitted bull calves to enter the feeder-
cattle market primarily because of the higher price at similar weights that 
steers receive. Bulls and stags together comprise only 2 percent of the 
slaughter cattle over the period from 1970 to 1975, but bulls have an ad­
vantage over steers in the rate and efficiency of gain. They possess a more 
desirable carcass from the standpoint of percent carcass to muscle com­
position or ratability (Field, 1971). Although some researchers have ar­
gued in favor of bull feeding because of these production advantages which 
include 40 percent higher average daily gain and 16 percent better feed 
per pound of gain conversion ratio (Champagne, 1969), bullock meat 
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has a low consumer acceptance. The combination of price premiums for 
steers, low consumer demand, and increased likelihood of injury from 
fighting have severely limited the numbers of bullocks placed on feed. 

Stags are male cattle that have been castrated after reaching an ad­
vanced state of sexual maturity. Stags are not usually produced because 
of the labor cost of the operation, the setback in gain performance, and 
the possible loss of animals from the operation. Sometimes an animal with 
one or both testicles remaining in the body cavity is found in a group of 
steers. All animals with a staggy appearance are discounted upon sale. 

COWS 

Cows are the final sex class of cattle placed on feed. They are not usually 
thought of as feeder cattle even though they have comprised just under 
20 percent of the cattle slaughtered from 1970 to 1975 (ERS, 1976). Old 
cows are typically culled from the breeding herd when the calves are 
weaned. Replacement heifers are saved at this time to bring the herd to 
a desired level. Those cows that are just off grass that have not weaned 
a calf are probably in good condition and can be slaughtered as is, without 
further feeding. If the animal is thin from nursing, some feeding is justi­
fied. The gains made by cows must be put on cheaply. Since a large por­
tion of their ration goes for maintenance alone, and since most of the gain 
is in fat rather than muscle, feed-to-gain conversion ratios are low as are 
profits (O'Mary, 1977). 

Age Groups 

Feeder cattle have been classified by rather broad ranges into diffuse age 
groups: calves, yearlings, and other cattle. Most market reports rarely 
mention age as a descriptor, although it is potentially one of the crucial 
predictors of feedlot performance. Age is a central measure in the U.S. 
Department of Agriculture's proposed revision of the feeder-cattle classifi­
cation but very little is actually known about it. However, as information 
on the growth curves of various breeds and cross-breeds becomes known 
through performance testing, the optimal feeding program can be insti­
tuted when the age of the animal is known. The value of knowing the age 
of an animal has been clearly demonstrated by experimentation (O'Mary 
et al., 1956). The experiment showed that, when feeder cattle were 
divided on the basis of previous gains, the higher group continued to gain 
faster than the slower-gaining group. Since the weight of an animal can 
be easily obtained, and if the age is known, the feedlot operator can imme­
diately know whether the animal is a slow or fast gainer. 
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Although the understanding of the growth process is not complete for 
beef cattle, there are two general relationships that the cattle feeder must 
keep in mind when evaluating different age groups. First, the entire 
growth curve, weight as a function of time, has a characteristic sigmoid 
or S shape (Nelson and Purcell, 1973) but for the period during which 
the animals are in the feedlot, the growth curve can be closely approxi­
mated by a quadratic equation (Smith et al., 1976). The growth curve 
has this shape because of the rapid and efficient gains at the younger ages 
and conversely the slower, costly gains as maturity approaches. Second, 
the production of bone, muscle, and fat reaches mature levels in succeed­
ing order; that is, bone is early-maturing, muscle is intermediate, and fat 
is late-maturing (see Figure 3). 

CALVES 

If calves are to be fed to the typical slaughter weights of 1,050 to 1,100 
pounds, several things follow directly from the two growth processes men­
tioned above: 1) since the animal is fed over a long period of time, more 
feed is required per animal and capital is tied up longer; 2) since the rate 
of gain is the fastest when the calf is initially placed on feed, the cost of 
gain is lower than if it is placed on feed at a later age; 3) several ration 
changes are necessary to take the calf through the growing (bones and 
muscles) and the finishing (fat and marbling) stages; and 4) even though 
calves have cost more per pound than older animals over the past 20 
years, the initial costs on a per-head basis are less. 

Weight 
of Animal 

Live Weight 

Age 

•The proportion of the growth curve explained by 
Smith et al.'s quadratic equation Is included 
between the lines marked a and b. 

FIGURE 3. GROWTH CURVE FOR CATTLE (ADAPTED FROM NELSON AND PURCELL, 1973), 
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YEARLINGS 

Yearling cattle have already experienced the rapid growth of the skeletal 
system and have a large enough frame to utilize large quantities of feed, 
yet they are still young enough to make rapid and efficient gains in pro­
tein (or musculature). Yearlings that perform well typically were weaned 
at about 6 to 7 months, and then placed on cheap, high roughage feed 
until they weigh about 700 pounds and are about 13 months old. Such 
cattle will reach market weights at about 17 to 18 months of age. 

OLDER CATTLE 

Older cattle are at the point in the growth curves when deceleration in 
the rate of gain begins. The rate of protein or muscle growth is slowing, 
while bone growth has stopped. Fat is added at an increasing rate but 
will also soon plateau. Furthermore, the amount of feed required for 
maintenance alone has increased faster than the amount required for gain. 
Although older animals have a much poorer feed efficiency, they turn 
capital over quickly. Cattle that have already reached sexual maturity are 
not fed in any great numbers. The only exception to this is the short-term 
fattening of culled cows mentioned above. 

Weight Groups 

Weight groups and age groups tend to overlap. This can easily be seen 
in Figures 3 and 4 where older cattle are heavier than younger cattle. 
Of course, management regimens can alter this pattern. A chronic lack of 
feed can stop an animal from reaching its potential weight. Similarly, 
overfeeding high concentrate rations to a calf can make it half-fat, insur­
ing slower future gains. Since in the simplest sense, weight groups do 

Weight of 
Bone, 
Protein, 
Fat 

. 

-

-

-

y^ 

^&&*\ 1 

Fat 

/ Protein 

^f Bone 

i i i 

Age 

FIGURE 4. RELATIVE GROWTH OF PROTEIN, FAT AND BONE IN CATTLE 
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correspond closely to age groups on well-managed cattle, weight will be 
discussed in the context of the other categories. 

Frame Size 

Frame size is rapidly becoming one of the most important criteria in the 
evaluation of differences in feedlot performance among feeder-cattle types. 
The Wisconsin type study made by V. H. Brungardt (as reported in 
O'Mary, 1977) divided feeder cattle into seven body types categorized 
on the basis of the animal's height and length. 

Several important production relationships exist between body type and 
feedlot performance. As the frame size increases, average daily weight-
per-day of age, carcass weight, total feed bill, feed efficiency, and weight 
attaining Choice grade increase. For example, one experiment as reported 
in O'Mary (op. cit.) had mean percentage increases between body types 
1 and 5 (where 1 is the smallest frame size) of 26 percent for average 
daily gain, 22 percent for weight-per-day of age, 4 percent in feed effi­
ciency, and 27 percent in carcass weight. In general, the energetic effi­
ciency of the feed ration required to produce units of edible beef increases 
as frame size increases. Fox and Black (1975) have constructed a graph 
comparable to the average cost curves in economics that clearly shows 
this energy efficiency relationship and is therefore reprinted here as Fig­
ure 5. We shall be discussing frame size as a predictor of feedlot perfor­
mance in more detail as one of the three most fundamental units of 
information that must be communicated in the feeder-cattle information 
system. 

Net Energy, 50 
Mcal/kg 
Edible Beef 

48 

40 

_l 
300 500 700 

Steer Slaughter Weight, kg 

FIGURE 5. IMPACT OF STEER SLAUGHTER WEIGHT ON ENERGETIC EFFICIENCY (ADAPTED 
FROM FOX AND BLACK, 1975) 
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U.S. DEPARTMENT OF AGRICULTURE'S PROPOSED REVISION 
OF THE FEEDER-CATTLE GRADES 

The official United States standards for grades of feeder cattle are cur­
rently undergoing change from their 1964 revision. So instead of focusing 
on grades that will soon be history, we shall concentrate on the proposed 
revision as it has considerable merits in reducing the noise in the feeder-
cattle information system. 

The objective of their proposed revision is to have feeder grades reflect 
or predict feedlot performance so that the merit of the feeder cattle can 
be properly described and efficiently valued in the market place. The two 
most important factors affecting merit or value are frame size and the 
degree of muscling. The U.S. Department of Agriculture therefore pro­
poses that a dual system of grading, based upon frame size and degree of 
muscling, is superior to single-term classificatory systems in use today. 

A tree diagram (Figure 6) of the proposed revision is included and can 
act as a short visual summary. Note that for live, healthy feeder cattle, 
the classification utilizes three major components or descriptors: sex class, 
frame size, and muscling (fleshiness). Recalling from the previous discus­
sion on feeder types that each of these components has different broad 
general effects on the production efficiencies and meat yields, we can see 
the power of this classification system. The relationship of the first com­
ponent, frame size, to the feed energetic efficiency and average cost curve 
has already been amply demonstrated. The second component, degree of 
muscling, correlates with the red-meat yield of the final carcass. The third 
component, sex class, relates to production efficiencies, final yields, and 
consumer acceptance. Examples of classificatory phrases used in the pro­
posed revision include: #1 large-frame steers, #2 medium-frame bulls, 
and #3 small-frame heifers. Let us now discuss these components and 
some of the problems of implementation as well as its economic benefits. 

Frame Size 

The value of frame size as a predictor of feedlot performance exists in the 
correlation of feed-to-grain conversion ratios and the slaughter weight at 
which a Choice grade carcass is achieved. Large animals are generally 
better convertors and require less feed to put on a pound of gain than do 
smaller animals. Frame size is also directly correlated with the slaughter 
weight at which an animal grades Choice. Thus, larger cattle are better 
feed-to-gain convertors than smaller-framed animals but they must be 
fed to higher slaughter weights to reach Choice grade. Conversely, smaller-
framed animals grade higher at lower slaughter weights than do larger 
ones. Therefore, under the proposed revision, feeder cattle are to be 
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Live Cattle 

# i b #1 
Smallc Medium 

#1 
Large 

Thrifty (healthy)' 

#2 #2 #2 #3 #3 #3 
Small Medium Large Small Medium Large 

aSex of the animal is categorized by steers, stags, bulls, cows, and heifers. 
b Degree of muscling. 
cFrame size. 

FIGURE 6. PROPOSED REVISION OF U.S. DEPARTMENT OF AGRICULTURE FEEDER-CATTLE 
CLASSES 

graded relative to the live weight necessary to produce Choice carcasses. 
There are three classes of frame size: large, medium, and small. 

We feel that frame size is a very important component in the evalua­
tion of the performance of feeder cattle and should be included in any 
revision of the U.S. Department of Agriculture classificatory system. There 
are some important spin-offs of this system. More homogeneous groups of 
cattle with similar conversion ratios and similar nutritional needs can be 
placed in pens on the feedlot to allow better, more efficient feedbunk 
management with a reduction in the costs of gain. Also, categorizing 
feeder cattle by frame size allows the development and storage of statisti­
cal information on feedlot performance. This information can be used to 
more accurately predict the growth rates and feed conversion of animals 
placed on feed. Thus, classification by frame size can lead to more effi­
cient management of cattle feedlots. 

There is one major overriding criticism of the use of frame size in the 
proposed revision. Frame size is dependent upon an animal's age and 
breed. As an animal matures, its frame continues to get larger until physi­
ological maturity is reached. Therefore, federal inspectors must be able 
to accurately judge age independent of the animal's current frame size. 
Frame size can vary markedly even within a breed. How would an inspec-
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tor judge two animals of the same breed that are equal in size but of 
different ages? Unless age can be accurately guessed or certified, an im­
proper classification of frame size will be made. With the average yearly 
cattle slaughter since 1970 running in excess of 32 million head, certifica­
tion of age would be a monumental task. Therefore, more research is 
necessary to expand our common knowledge about the growth rates and 
frame size for all the different breeds and crossbreeds. Special indicator 
traits are needed for the development of quick and cheap tests. Further­
more, any federal inspectors must be thoroughly trained to judge an ani­
mal's age. 

If we look closely at the industry's use of feeder-cattle quality descrip­
tors as derived from the previously mentioned samples of daily market 
reports (see Table 5), we find that frame size does not occupy a share as 
large as it should. In fact, only 15 of 134 phrases specifically mentioned 
frame size. There are some possible reasons for this unexpected deficiency. 
Apparently, only exceptionally large or small animals were given frame-
size descriptors. Possibly to decrease repetition, medium-frame feeder 
cattle were not reported as such. In conclusion, although the industry and 
scientists realize the value of frame size as a predictor of feedlot perfor­
mance, the industry does not consistently use it as a descriptor. 

Degree of Muscling 

The second major component of the dual grading system proposed by the 
U.S. Department of Agriculture is the degree of muscling found in the 
feeder cattle. The degree of muscling in feeder cattle often correlates with 
the yield grade of the final carcass. Carcass yield grade is important as it 
indicates the relative amounts of red meat obtained from the carcass. The 
categories of muscling within the proposed system ( * 1 , #2, #3 ) , with 
their rough equivalence to the current U.S. Department of Agriculture 
feeder classes of Prime, Choice, and Good, should be able to predict for 
the cattle feeder the approximate yield grade his animals will attain. 

The first criticism of the degree of muscling as a component of the 
feeder classes is an inefficient allocation of the classificatory types. Cur­
rently, the market share of Prime feeder cattle is never greater than 8 
percent, yet #1 feeders occupy one-third of the possible feeder types 
found within the U.S. Department of Agriculture's proposed classification. 
A similar argument can be made at the other end of the scale. The U.S. 
Department of Agriculture's proposed system categorizes feeder cattle as 
#3 if they are neither #1 or #2. This equates the current classes of High 
Good with Standard-grade feeders. As an alternative, we suggest that they 
equate Prime and High Choice with # 1, Low Choice and High Good with 
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#2, and Low Good and Standard with #3 . This makes sense, especially 
here in Arizona, where we often buy Good-grade feeders and try to up­
grade their quality by heavy grain feeding to Low Choice slaughter cattle 
(see Table 18). 

Another way of evaluating the degree of muscling as a component for 
judging feeder cattle is to see how the industry uses the terms. Again we 
use Arizona State University's survey of the industry's descriptive phrases 
referred to in preceding paragraphs. The distribution of groups of feeder 
cattle by grade are: Prime (1.2 percent); Prime and Choice (21.7 per­
cent) ; Choice (27.7 percent); Choice and Good (22.9 percent); Good 
(13.3 percent); Standard and Good (9.6 percent); and Standard (3.6 
percent). If we collapse these into three categories, then the distribution is 
more equally divided. The new categories and their relative frequencies 
are: Prime and/or High Choice (26.5 percent); Choice and/or High 
Good (47 percent); and Good and/or Standard (26.5 percent). If this 
second distribution is roughly equated with the new grades of muscling, 
rather than the U.S. Department of Agriculture's proposed distribution, 
a more efficient classification results. 

The industry already recognizes muscling as a valid description of feeder 
cattle. Of the 120 descriptive phrases found in the Arizona State Univer-

TABLE 18 

FEEDER-CATTLE INDUSTRY'S USE OF TERMS DESCRIBING PENS 
OF FEEDER CATTLE SOLD IN MAJOR U.S. MARKETS 

Proposed 
Categories'1 

# 1 

# 2 

# 3 

U.S. Department of 
Agriculture 

Prime and/or 
High Choice 

Choice and/or 
High Good 

Good and/or 
Standard 

Categories 

(Per­
centages) 

26.5 

47 

26.5 

100 

Own Indigenous Categories 

Fleshy 

Moderately fleshed 
and fleshy 

Moderately fleshed 

Thin and moderately 
fleshed 

Thin fleshed 

(Per­
centages) 

29.5 

4.6 

22.7 

20.5 

22.7 

100 

"Proposed categories represents the author's attempt at a more meaningful classification to t i e 
cattle feeder than that of the U.S. Department of Agriculture's revision. By slightly lowering the 
U S Department of Agriculture's proposed revision to include High Choice within # 1 and High 
Good within # 2 , the new categories reflect the feedlot's strategy of upgrading feeder cattle to a 
higher slaughter grade. 
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sity's feeder-cattle survey, 44 or 36.7 percent of the phrases contained a 
reference to muscling, although they used the terms fleshy, moderately 
fleshed, and thin fleshed instead. One suggestion would be for the U.S. 
Department of Agriculture to adopt the industry's terms rather than vice 
versa. The distribution of the terms describing groups of feeder cattle are 
as follows: fleshy (29.5 percent); moderately fleshed (22.7 percent); thin 
or thin fleshed (22.7 percent); moderately fleshed and fleshy (4.5 per­
cent) ; and thin and moderately fleshed (20.5 percent). The proposed re­
vision closely corresponds to the industry's current concepts and standards 
of feeder cattle and should include reference to muscling. 

There is another potential problem that could arise with the use of 
muscling as a quality descriptor under the U.S. Department of Agricul­
ture's proposed revision. If premium prices are associated with fleshy and 
overly fattened animals, firms which specialize in the backgrounding and 
preconditioning of calves may be tempted to overfeed and force the extra 
grade-boosting gain. 

Calves that are overly fattened at the lighter weights and younger ages 
are not efficient feed-to-gain converters at the heavier weights. Thus, the 
potential problem exists that premium prices and higher-quality grades 
may sometimes be associated with animals that are poor performers in 
the feed yard. 

The Enigma of Dairy Cattle 

Throughout the entire U.S. Department of Agriculture's preliminary re­
port, there is absolutely no reference to dairy cattle. This seems strange 
since there are always a few pens of Holsteins being fed in every feedlot. 
The market share taken by dairy cattle often equals or surpasses that of 
prime animals, yet their place in the proposed revision is unclear. Ten 
percent of the feeder-cattle descriptions found by the Arizona State Uni­
versity survey specifically mentioned dairy cattle. Furthermore, as they 
have one of the best feed-to-gain conversion ratios, and as our meat pref­
erences continue to turn towards hamburger, dairy cattle will play a larger 
role in the feeding industry. 

The major problem in classifying Holsteins or other large-frame dairy 
cattle under the newly proposed dual system is that they will probably 
never grade Choice at any slaughter weight. Certainly, they are large-
framed animals and should be placed in that category but how do you 
differentiate them from other large-grade feeder cattle? For example, we 
in Arizona often buy Okie feeders that would grade under the revised 
system as #2 or # 3 large-frame feeder cattle. The strategy for the pur­
chase of these Okies is to upgrade them to Low Choice. Now as the pro-
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posed system does not specifically have a place for dairy cattle, they would 
be graded similarly to the Okies. Since the dairy cattle would probably 
never grade Choice (Radloff et al., 1973; Wellington et al., 1974), their 
inclusion with other large-frame animals would be a serious fault in the 
new system. Consequently, one possible solution to this dilemma would 
be to add the term "dairy" to the list of the different sexual types of 
feeder cattle. Thus, the new list of feeder types should be: bulls, stags, 
heifers, cows, and dairy. 

Descriptor Summary 

The U.S. Department of Agriculture's proposed revision of their feeder 
classification, summarized in Figure 5, is basically a valid one. Frame size 
and degree of muscling are two traits which can predict feedlot perfor­
mance. The only two direct reservations with this system are the treat­
ment, or lack thereof, of dairy cattle and the underrating by divisions of 
the degree of muscling of the upgrading strategies typically followed by 
southwestern feedlots. As far as the teletype information system is con­
cerned, the weight ranges reported for the animals are probably most 
efficient if reported on the basis of 100-pound intervals. Furthermore, 
since lots of feeder cattle are not always homogeneously composed, mix­
tures can be described using the conjunctives in Table 8. 

THE EFFICACY OF FEEDER-CATTLE INFORMATION 

The preceding sections have included detailed discussions about the 
feeder-cattle information system. The idea of noise and its complicating 
effects upon the risks of purchasing cattle as well as a classification of 
feeder-cattle types has been presented. All this encompasses what might 
be called the form of the information system and represents a first step 
in our understanding of the system. The following section is something 
more than just form and structure; it represents an attempt to get at the 
function of the feeder-cattle information system. The function, here de­
fined and previously alluded to, is the signaling of information about the 
feeder cattle that indicates and predicts the animal's feedlot performance. 
This should allow for efficient price evaluation in the market through a 
series of price premiums and discounts contingent upon the value to the 
feedlot operator. 

Cattle at different grades, weights, ages, and frame size all convert 
feedstuffs into beef at different rates. These facts and the fact that prices 
have varied drastically over the past 20 years raise the question: Would 
any difference be found if the information system is partitioned in the 
manner suggested in this paper? The objective of this final section is to 
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test the efficiency of the proposed feeder-cattle descriptors by a price 
simulation. 

One way of testing the validity of the proposed descriptors would be to 
run a price simulation over a period of years. The prices should include 
the costs of the feeder cattle, the costs of obtaining the weight gains, and 
the prices received for the finished animals. Each price or cost should be 
associated with the feedlot performance and the likely price attained. For 
example, recall that a large-frame feeder steer converts grain into meat 
at a higher rate than that of a small-frame animal. This suggests that 
gains at any one weight are attained at less cost with the latter. On the 
other hand, the former animal will achieve the finished market grade of 
Choice at a lighter weight. Thus, the smaller animal is worth more per 
pound if it is slaughtered at the lighter weight than the larger animal. 
Table 19 contains the frame sizes and weights of the feeder and slaughter 
cattle utilized in this study. Note that the cumulative metabolizable energy 
requirements for the gain, as well as the average weight attaining Choice 
grade, are also listed by frame size and weight. In the price simulation in 
this study, if the finished cattle are not of sufficient weight to grade Choice, 
then they are sold at the good cattle price. These data in Table 19 are 
derived from a series of studies performed to analyze the performance of 
the different genetic breeds in all aspects of the cattle industry (Smith 
etal., 1976). 

The USDA grade attained is very important to the determination of 
the final slaughter price received for cattle. Therefore, in this price simu­
lation certain conventions are used to reflect the fact that as an animal's 
weight increases, the amount of fat, especially the longissimus fat, and 
the marbling score increases. Hence the USDA grade increases (Smith 
et al., 1976; Nelson and Purcell, 1973). The finished price decisions cri­
teria, by frame size and weight, is as follows: 

1. Small-frame steers are graded Choice at all weights. 
2. Medium-frame steers are graded half Choice and half Good at 1,000 

pounds and all Choice at succeeding weights. 
3. Large-frame steers are graded all Good at 1,000 pounds, equally 

mixed Good and Choice at 1,100 pounds, and all Choice at 1,200 pounds. 

The average ration used in this study is a standard one found in many 
of the Southwestern and Southern Plains States (ERS, 1977). This is 
termed an "average" ration because over the time span during which an 
animal is on feed, the ration is changed many times, typically beginning 
with a very high percentage of roughages and low percentage of concen­
trates and gradually changing until the two positions are reversed (Gill, 
1972). The amount of the ration needed to obtain the gains found in 
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TABLE 19 
FRAME SIZE, TIME ON FEED, AND CUMULATIVE METABOLIZABLE ENERGY' 

Initial 
Weight 

Small frame: 

500 
500 
500 
625 
625 
625 
750 
750 
750 

Medium frame: 

500 
500 
500 
625 
625 
625 
750 
750 
750 

Large frame: 

500 
500 
500 
625 
625 
625 
750 
750 
750 

Finish 
Weight 

1,000 
1,100 
1,200 
1,000 
1,100 
1,200 
1,000 
1,100 
1,200 

1,000 
1,100 
1,200 
1,000 
1,100 
1,200 
1,000 
1,100 
1,200 

1,000 
1,100 
1,200 
1,000 
1,100 
1,200 
1,000 
1,100 
1,200 

Days on 
Feed 

Average Metabolizable 
Daily Gain 

(Choice grade at 1,000 lbs.) 

210 
269 
344 
166 
225 
300 
117 
176 
251 

2.38 
2.23 
2.03 
2.26 
2.11 
1.92 
2.14 
1.99 
1.79 

(Choice grade at 1,050-1,100 lbs.) 

204 2.45 
256 
316 
160 
212 
272 
111 
163 
223 

(Choice grade 

171 
216 
268 
140 
180 
237 
98 

143 
195 

2.34 
2.22 
2.34 
2.24 
2.114 
2.25 
2.15 
2.02 

at 1,150-1,200 lbs.) 

2.92 
2.78 
2.61 
2.68 
2.64 
2.43 
2.55 
2.45 
2.31 

Energy 

4,712 
6,302 
8,490 
3,847 
5,437 
7,624 
2,807 
4,397 
6,585 

4,812 
6,270 
8,071 
3,897 
5,355 
7,001 
2,798 
4,257 
6,057 

4,105 
5,375 
6,945 
3,447 
4,717 
6,287 
2,495 
3,765 
5,335 

a Data are derived from Smith et al., 1976. 

Table 20 can be calculated by dividing the megacalories needed by the 
megacalories provided by the ration. Ration costs for the gain can easily 
be calculated thereafter by obtaining the current monthly ration costs. 

Variable and fixed costs are slightly harder to calculate as they are 
dependent upon such factors as the size of the feedlot, death rates, weather 
conditions, energy prices, and current financial interest rates (Uvacek, 
1977), Dietrich (1969), and Dietrich and Schake (1974) have published 
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TABLE 20 
AVERAGE RATION FORMULATION" 

Ingredient 

Corn, No. 2b 

Milo, No. 2 yellow 
Alfalfa hay, 28-percent 
Cottonseed meal, 41-percent 

solvent 
Total in ration 

(90-percent dry matter)0 

Per­
centage 

35 
35 
20 

10 

Net 
Energy 

for 
Main­

tenance 

.92 

.87 

.46 

.64 

Net 
Energy 

for 
Gain 

.60 

.58 

.41 

.41 

Contri­
bution 

per Ton 
of Ration 

1,064 
1,016 

248 

210 

2,538 

tt The ration has been averaged over the starting, growing, and finishing phases. 
" Net energy values are taken from Gill (1972), and Morrison (1976), and are measured in mega­
calories. 
c Ration costs are inflated by 20 percent to cover all other fixed and variable costs. 

data concerning costs in Texas and Oklahoma as a function of feedlot 
size, but the data are from one year only. Menzie and Archer (1973) 
and ERS (1977) have also made estimates about fixed and variable feed-
lot costs. The range of these studies for a feedlot with a single time ca­
pacity of about 12,000 head is from 18 to 27 percent of the ration costs. 
For this price simulation, a simplifying assumption will be made that 
fixed and variable costs are set 20 percent higher than the quoted ration 
costs for each lot of cattle regardless of current occupancy in the feed-
yard. This may have the effect of undervaluing the true costs at times, 
but simplifying assumptions must sometimes be made in order that anal­
ysis may proceed. 

Cattle Price Predictions 

Prices can vary tremendously in the cattle market. The large price vari­
ations over the time span from 1957 to 1975 for Choice-grade feeder and 
slaughter steers are now well-documented. Data used here were taken 
from the Kansas City market (ERS, 1957-1976) because of the consistent 
availability and complete set of price quotes for each of the grades and 
weights over the time span of the study. Furthermore, price data from 
this area were also available for the determination of ration costs. This 
allows for a more homogeneous study where transportation of cost differ­
entials are minimized. 

Price-related risk is one of the most important factors confronting the 
cattle industry. This risk has been defined as to the variation, over a series 
of years, around the price trend and seasonal variation found (Purcell 
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and Elrod, 1974). There have been many attempts at prediction of cattle 
prices that try to take into account the variation, as well as the funda­
mental factors underlying the price trends. These studies range from the 
prediction of yearly average prices for the fundamental supply-and-de­
mand factors such as the beef production per capita and the income per 
capita (Knox, n.d.), to highly complex studies that interrelate the beef 
sector with vast amounts of data and large numbers of variables (Folwell 
and Shapouri, n.d.). 

Price predictions and feedlot strategy studies can take several forms 
that range from random number experiments to simply using past price 
history. Furthermore, the period of time during which the price informa­
tion is gathered can be important. Even with random numbers, when the 
mean and its variance used to generate the random prices are taken from 
a period when prices are stable or rising, the data and conclusions gath­
ered from the experiment are limited. For example, in a rather complex 
experiment performed by Bullock and Logan (1972), prices were taken 
from a rather stable period in the 1960's. Consequently, their price-pre­
dicting equations were extremely accurate. Immediately after their study 
was published though, the price of grain, feeder cattle, and slaughter 
cattle doubled in a period of less than a year. Similarly, the prices col­
lapsed soon after that. 

Since the objective of this study is to evaluate the proposed descriptions 
of feeder cattle, only available prices were used to represent the actual 
situation facing the cattle feeder over the last 19 years. Furthermore, as 
the average length of the cattle cycles is about 10 years and includes some 
interrelated price movements that could not be simulated by random num­
bers alone (Knox, n.d.), this data would be sufficiently realistic to include 
all sorts of variation. The price prediction equations developed herein 
could also be used to some advantage in the real world predicting future 
price changes. 

The standard variables such as number of beef marketings, cow herd 
size, or consumer disposable income adjusted for inflation were not in­
cluded as these add undue complications to the study and are not the data 
used by the average cattle feeder in his decision to place animals on feed. 
He would typically look at the current costs of the feeder cattle, the cur­
rent ration costs, and the current and projected finished fat-cattle prices. 
Since prices are, in fact, derived from the total supply-and-demand situa­
tion that is currently acting upon the market, use of the prices themselves 
in the prediction of future prices seems both logical and incredibly simple. 
For example, if the price of slaughter cattle is at a certain level in the 
winter months, we know from experience that the relative position of 
summer prices would be higher. This simple example can be seen in 
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Table 21 where the relative monthly price changes have been analyzed 
for the time span of this study. A further example of the link between 
current and future prices can be seen in the psychological connection 
between current high slaughter prices and feeder-cattle prices. In the 
hope that slaughter prices will remain high, the cattle feeder must be pre­
pared to bid higher on feeder cattle. 

The price prediction equations utilized in this study can be found in 
Table 22. The variables in the multiple-regression model include the 
current feeder price, current ration costs, a monthly time index or trend 
line, and the current slaughter-cattle prices adjusted for seasonality. These 
equations which predict prices for slaughter cattle from 1 to 12 months 
away are remarkably accurate in that they all explain about between 72 
and 95 percent of the variation. The standard errors of the samples are 
also quite low and indicate that the equations can predict the majority 
of future prices within a range of 10 percent. The F-ratios are also sig­
nificant and indicate that the probability of the relationship could have 
occurred by chance alone is less than .001. 

This study does not deflate prices or profits for inflation. At first this 
might seem unreasonable, but consider also that the costs of production 
as well as the benefits have increased by similar amounts. Since this is a 
highly circumscribed market, Gittinger (1972) suggests in his book on the 
economic analysis of agricultural projects that inflation is accounted for, 
although not directly calculated, in the analysis. One of the major mea­
sures used to evaluate the feeder-cattle descriptors is the internal rate of 
return which represents a discounted measure of the income stream. This 
measure has the added benefit that comparisons between the feeder-
cattle types can be made, not on the basis of the absolute cash value 
which is subject to inflation, but rather upon the relative worth through 
time of each feeding strategy. 

Results of the Price Simulation 

The simulation provided both expected and unexpected results (see Table 
23) that probably reflect some of the forces shaping the beef-cattle indus­
try today. For example, the large-frame feeder cattle provided the highest 
internal rate of return. In the 1950s, short, dumpy British-breed cattle 
were the ideal toward which the breeding industry was directed. The 
exotic, continental-breed feeder cattle and their associated large frame 
size were consistently given price discounts even up until 1969. That situ­
ation is now reversing itself (Menkhaus and Kearl, 1976), and the trend 
will probably continue until they receive price premiums for large frame 
size. 
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Another interesting result associated with frame size is that even though 
the large-frame steers graded only Good at the 1,000 pound weight, they 
attained the study's highest rates of return. Apparently, the production 
efficiency and turnover rate was so great that the grade discounted prices 
were easily overcome. This result mirrors the study of Nelson and Pur­
cell (1973). 

One unexpected result was the near equivalence of the medium- and 
small-frame animals. Apparently the smaller animals' ability to attain a 
Choice grade at a lower live weight, and thereby receive a higher market 
price, overcame the productive efficiency of a faster rate of growth in the 
medium frames. 

If we look at the classification by weight groups, we can see that the 
heavier-weight feeder cattle obtained higher profits than did lighter 
weights. The ability to purchase weight already put on by cheap forage 
and range feeding in the stocker phase of the market chain is the key 
here to profitability. Also unexpected was the relative position of the 
smaller-weight over the mediumweight feeders. Apparently a calf's fast 
growth spurt, ability to utilize high roughage rations in this growth phase, 
and overall lower (i.e., better) feed-to-live weight conversion rates place 
it at an advantage over the mediumweight ranges. 

If we look at the cost per pound of gain, we find the average for all 
groups to be between 23 and 25 cents. There is a moderately significant 
relationship between cost and internal rate of return. In fact, a least-
square linear analysis showed that as the cost declines, the profit increases. 
This cost analysis explained 51 percent of the relationship. 

The other half of the profit equation concerns the average number of 
animals fed per year. The more animals that are fed, the more profit that 
is made. Again a least-square analysis was performed between the internal 
rate of return and the mean number fed (in thousands of head per year) 
with 64 percent of the rate of return explained. Hence, turnover rate is 
slightly more important than the cost of gain since the objective should 
be to utilize the feedlots' facilities to the maximum. 

Of course, the results found in this study do not exactly mirror the 
experience of feedlots over the past 20 years. The managerial ability as­
sumed in the study could have been better or worse than that found in 
the industry. Also, only one kind of feeder cattle was chosen for each price 
simulation, while in reality several types may be placed in a single year 
depending upon the prices available to local feeders. Furthermore, there 
were periods when the decision criteria for placing cattle on feed were 
not met, which indicated a potential loss. In these circumstances, cattle 
were not placed on feed in the simulation for those months. 
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Implications and Conclusions 

Information presented in this paper leads to the conclusion that the 
feeder-cattle information system is in need of revision and is not operating 
as efficiently as possible. The descriptors used in the teletype communica­
tion of information are deceptively complex and cloud the perspective 
purchaser's price evaluation of the animals. Obtaining lots repeatable in 
performance traits is difficult and further complicates the feedlot opera­
tor's calculation of the basis for use in hedging on the futures market. 
The conclusion was reached by sampling the teletype reports themselves 
to discover descriptor variation and by surveying the attitudes of and the 
use made by Arizona's feedlot industry. This difficult situation can be 
alleviated by the adoption of the feeder-cattle classification system sug­
gested in this paper. This system is based upon traits such as sex, frame 
size, degree of muscling, and weight, which can predict the future per­
formance in the feedlot and in the slaughter house. 

The implication of these conclusions is that risk and uncertainty asso­
ciated with the inputs of production can be lessened through the proposed 
revision. The increased price efficiencies of this revision can signal to the 
cow-calf producers the kind of animals desired by the feedlots and slaugh­
ter houses. This will help the entire beef industry become more efficient, 
overcome its current crisis, and return profitability. Hopefully, the in­
creased production efficiencies and cost reductions will be passed on to 
the final consumers of beef products so that the entire society can benefit. 
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